
2015 KDI Journal of Economic Policy Conference 

Recent Issues in Economics and 
Economic Policies

Hosted by 
KDI  KAEA 

2015 K
D

I Journal of Econom
ic Policy C

onference 
R

ecent Issues in Econom
ics and Econom

ic Policies
2015

K
D

I  K
A

EA
 

263 Namsejong-ro, Sejong-si 30149, Korea

TEL +82-44-550-4114  FAX +82-44-550-4310

www.kdi.re.kr



 

 

 

  

 

 

  

 

 

 

 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
  

2015 KDI Journal of Economic Policy Conference 
Recent Issues in Economics and  
Economic Policies 
 
Hosted by  
KDI  
KAEA  

 



 

 

▌ Contents ▌  

 

CHAPTER 1 
How Competitive and Stable is the Commercial Banking Industry in  
China after Bank Reforms? (Kang H. Park and Suh K. Min) 1 

1. Introduction 3 
2. Developments in the Chinese banking industry and Changes in  

    Bank Concentration 4 
3. Survey of the Literature 8 
4. Model 12 
5. Empirical Analysis 13 
6. Effect on Financial Stability 18 
7. Summary and Conclusions 20 
References 22 
 
 

CHAPTER 2 
Credit Cycle and Balancing Capital Gap: Evidence from Korea  
(Joonhyuk Song) 29 

1. Introduction 30 
2. The Model 33 
3. Data 36 
4. Estimation Results 41 
5. Robustness 49 
6. Conclusion 62 
Appendix 64 
References 68 
 
 



 

 

 
 
 
CHAPTER 3 
Government Spending Shocks and Private Activity: The Role of Sentiments 
(Bijie Jia and Hyeongwoo Kim)  71 

1. Introduction 72 
2. The Econometric Model 75 
3. Empirical Findings 77 
4. Additional VAR Analyses 82 
5. Conclusion 87 
References 89 
 
 

CHAPTER 4 
Analysis of the Structural Change in Household Debt Distribution 

by Age of Householder in Korea and the US (Jiseob Kim) 119 
1. Introduction 120 
2. Data Description 123 
3. Static Analysis of Household Debt Distribution 124 
4. Dynamic Analysis of Household Debt Distribution 129 
5. Analyzing Driving Forces of the Change in Household Debt Distribution 133 
6. Concluding Remarks 140 
References 142 
Appendix 143 
 
 

CHAPTER 5 
Labor Share Decline and the Capitalization of Intellectual  
Property Products (Dongya Koh, Raűl Santaeulàlia-Llopis, and Yu Zheng) 147 

1. Introduction 148 
2. The US Labor Share: Pre- versus Post-2013 BEA Revision Data 151 
3. The Effects of IPP Capitalization on the Labor Share 155 
4. IPP Capitalization and Labor Share by Industry 166 
5. What Does IPP Capitalization Imply For the US? 169 
6. Conclusion 174 
References 175 



 

 

 
 
 
CHAPTER 6 
Interindustry Wage Differentials, Technology Adoption, and Job Polarization  
(Myungkyu Shim and Hee-Seung Yang) 193 

1. Introduction 194 
2. Literature Review 197 
3. Data 201 
4. Empirical Analysis 202 
5. Theoretical Consideration: Firms’ Responses to Persistent Wage  
  Structure across Industries 216 
6. Conclusion 223 
References 225 
Appendix 229 
 
 

CHAPTER 7 
Comparing Nested Predictive Regression Models with Persistent Predictors 
(Yan Ge, Tae-Hwy Lee, and Michael W. McCracken)  241 

1. Introduction 242 
2. Comparing Out-of-sample Predictive Ability of Nested Models 244 
3. Asymptotic Distribution of ENC with a Stationary Predictor (CM 2001) 245 
4. Asymptotic Distribution of ENC with a Persistent Predictor  
  when P/R → ∞  247 
5. Monte Carlo 254 
6. Application 255 
7. Conclusions 257 
References 258 
 
 

CHAPTER 8 
Have Mismatches Lowered the Korean Young Men’s Employment Rate?  
(Kyungsoo Choi) 293 

1. Introduction 294 
2. Employment Rate Drop among the Young Korean Men 297 
3. The Mismatch Hypothesis 298 



 

 

 
 
 
4. Wage Effects of Mismatches 304 
5. Mismatch and the Length of the First Job Search Spell 309 
6. Hazard Model Estimates 319 
7. Summary and Conclusion 322 
Appendix 334 
References 335 



 

 

CHAPTER 1 

How Competitive and Stable is the Commercial Banking 
Industry in China after Bank Reforms? 

 
 
By 

Kang H. Park*  

(SE Missouri State University, USA) 

Suh K. Min 

(Kansai Gaidai University, Japan) 

 

 
Abstract 
 
The Chinese banking system has come a long way, from a mono bank system 

before Deung Xiao Ping’s 1978 economic reform to creation of four state-owned 
commercial banks and policy banks as well as second tier (or joint-equity) banks in 
the 1980s and then establishment of city commercial banks by local governments in 
the 1990s. The financial liberalization in the 1990s prior to its entry to World Trade 
Organization focused on bank reforms which include market-based interest rate 
reform as well as equal treatment of foreign banks. With entry of more banks, the 
Chinese commercial banking industry experienced continually decreasing market 
concentration.  

This paper examines market concentration and its effect on competition in the 
Chinese commercial banking market for the period of 1992-2008. This study also 
investigates how changes in competition have affected financial stability of the 
Chinese commercial banks. To test the competitive conditions, we obtained the H 
statistic of the Panza-Rosse model from the revenue function equation, where three 
major input costs, labor expenses, capital costs and funding costs are used to 
estimate the revenue. Both total revenue and interest revenue are alternatively used. 
The financial stability is estimated by the Z-score formula.  

                                            
* Correspondence to Professor Kang H. Park, SE Missouri State University, khpark@semo.edu 
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The Chinese banking industry has become increasingly less concentrated market 
with an increase in the number of banks, which can be attributable to financial 
liberalization and deregulation, creation of joint equity commercial banks and 
establishment of city banks by local governments. This study finds that along with 
decreased market concentration, competition in the Chinese banking industry has 
improved moderately. However, its market structure is far from a competitive 
market, as evidenced by small H statistic values. The Chinese banking industry is 
still highly concentrated and its level of competition is closer to oligopoly. It seems 
that bank reforms have a small effect on competitiveness of Chinese commercial 
banking. This study also finds that while the higher degree of market concentration 
may have negative effect on financial stability of the entire banking system, an 
individual bank’s ability to earn higher markup or charge higher net interest margin 
contributes to financial soundness of the individual bank. 

 
JEL classification: G21, L10 
Keywords: bank competition, bank stability, Chinese banks 

2



3



4



5



6



7



8



9



10



11



12



13



14



15



16



17



18



19



20



21



22



23



24



25



26



27



28



CHAPTER 2 

Credit Cycle and Balancing Capital Gap: 
Evidence from Korea 

By 

Joonhyuk Song*  

(Department of Economics, Hankuk University of Foreign Studies) 

Abstract 

This paper studies balancing capital gap due to credit cycles using data from 
nationwide and regional banks in Korea. Specifically, banks’ target capital ratios 
(TCRs) are estimated and compared with the data to identify capital gaps, and the 
responses to the gaps are then analyzed using a panel model. The empirical results 
show that, in the long-run, the capital ratio rises as the credit to gross domestic 
product (Credit/GDP) gap increases, and the expansion of the Credit/GDP gap 
impairs banks’ asset management capabilities by reducing the capital gap with a 
higher capital target ratio. Additionally, the changes in the capital gap impact banks’ 
asset compositions and management behaviors. A decrease in the capital gap lowers 
the growth rate of the total assets, risk-weighted assets (RWA), and loan obligations, 
but increases the growth rate of core capital relative to risky assets. These results 
indicate that the growth in RWA is highly sensitive to changes in capital gap 
compared to other balance sheet variables. Similar results are shown in various 
cases that use non-core liabilities to synthesize predictor variables for credit cycles. 

JEL classification: G1, G2 
Keywords: Target Capital Ratio, Counter-Cyclical Capital Buffer, Capital Gap

* Department of Economics, Hankuk University of Foreign Studies, Tel: +82-10-436*-****, Email:
jhsong@hufs.ac.kr. Acknowledgements. This paper is prepared for the research project initiated by the 
Bank of Korea. The usual disclaimer applies. 

29



30



31



32



33



34



35



36



37



38



39



40



41



42



43



44



45



46



47



48



49



50



51



52



53



54



55



56



57



58



59



60



61



62



63



64



65



66



67



68



69



70



 

 

 

CHAPTER 3 

Government Spending Shocks and Private Activity:  
The Role of Sentiments 

 
By 

Bijie Jia* and Hyeongwoo Kim† 

(Auburn University) 

 

 

 
Abstract 
 
This paper studies the dynamic effects of the fiscal policy shock on private 

activity using an array of vector autoregressive models for the post-war US data. 
We are particularly interested in the role of consumer sentiment in the transmission 
of the government spending shock. Our major findings are as follows. Private 
consumption and investment fail to rise persistently in response to positive 
spending shocks especially when shocks are anticipated, while they exhibit 
persistent and significant increases when the sentiment shock occurs. Employment 
and real wages in the private sector also respond significantly positively only to the 
sentiment shock. Consumer sentiment responds negatively to a positive fiscal shock, 
resulting in subsequent decreases in private activity. That is, our empirical findings 
imply that the government spending shock generates consumer pessimism, which 
then weakens the effectiveness of the fiscal policy. 

 
JEL classification: E32, E62 
Keywords: Government Spending; Consumer Sentiment; Private Activity; 

Sentiment Channel; Vector Autoregressive; Expectational VAR; Survey of 
Professional Forecasters; Threshold VAR 

                                            
* Department of Economics, Auburn University, 0316 Haley Center, Auburn, AL 36849. Tel: (334) 
844-2911. Fax: (334) 844-4615. Email: bzj0006@auburn.edu. 
† Department of Economics, Auburn University, 0339 Haley Center, Auburn, AL 36849. Tel: (334) 
844-2928. Fax: (334) 844-4615. Email: gmmkim@gmail.com. 
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CHAPTER 4 

Analysis of the Structural Change in Household Debt 
Distribution by Age of Householder in Korea and the US 

 
 
By 

Jiseob Kim* 

(Korea Development Institute) 

 

 

 
Abstract 
 
This paper analyzes how and why household debt distribution by householder's 

age has changed over the past decade both in Korea and the US. Data shows that 
the proportion of household debt held by younger households has decreased, while 
that held by older households has increased. Empirical analysis shows that the 
change in householder's demographic distribution is the main driving force that has 
shifted household debt distribution. Since demographic aging is an inevitable trend, 
the proportion of household debt held by senior households is also expected to 
increase. Therefore, the Korean government must preemptively prepare for the 
household debt problem especially that held by older households by strengthening 
macro-prudential policies, preventing asset price deflation, restructuring household 
debt contract structures, and reforming labor market inflexibility. 

 
JEL clodes: C14, D31, G28, J11 
Keywords: Household debt distribution, Demographic distribution, Household 

income, Household asset 

                                            
* Korea Development Institute, 263, Namsejong-ro, Sejong-si, 339-007, Korea.  
  Email: jiseob.kim@kdi.re.kr 
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1. Introduction

Household debt in Korea has steadily increased since the early 2000s, with the growth rate

accelerating since 2012. Accordingly, policy makers and researchers in Korea have been seriously

concerned about the consistent increase in household debt. Those who claim that the current

level of household debt is too high argue that large amounts of household debt could lead to a

deterioration in economic growth (Cecchetti et al. (2011), IMF (2012), Bornhorst and Arranze

(2013), etc.). On the other hand, some argue that the general quality of household debt in Korea

is moderate, since the majority of household debt is held by high income and high asset

households (Hahm et al (2010), Kim and Byun (2012), Kim and Yoo (2013), etc.).

In this paper, I analyze the household debt problem from a population aging perspective. More

specifically, I examine how and why household debt distribution by householder age group has

changed over the past decade. It is well known that the senior population has increased in Korea.

Here, I analyze how the change in demographic composition affects household debt distribution

by householder's age. Moreover, I examine the effect of changes in household income and asset

distribution on the change in household debt distribution.

Initially, I compare Korea's household debt distribution by householder's age to that of the US

within and across time. The main motivation in comparing those two countries is that Korea's

household debt-to-GDP ratio in 2013 is almost the same as that of the US in 2003 and 2013

(please see Figure 1). The US ratio went up to almost 95% and later deleveraged after being hit

by the global financial crisis. Korea's household debt-to-GDP ratio, on the other hand, has not

experienced any large adjustments even after the global financial crisis. It is well known that US

households took out lots of loans, especially mortgages, before the financial crisis. Low-income

and low-credit (or subprime-level) households could easily take out large amounts of loans before

the economic crash (Mian and Sufi (2009), Keys et al. (2013), and so on). By comparing the US

2004 household debt, when loans were carelessly issued, to Korea's recent household debt

distribution, I can examine the risk level of the current Korean household debt problem especially

by age group.2 (Note that the aggregate levels of household debt to GDP ratios in both countries

in these two years are almost same.) In addition, I examine household income, assets, debt-to-

income ratio, and debt-to-asset ratio distributions by householder's age. By comprehensively

analyzing household's financial characteristics and comparing Korea to the US, I can evaluate the

potential risks to Korean households.

2 Since the US data used in this paper is not surveyed annually, the data wave of 2004 is selected.

Please see the next section for more details about data sources.
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Figure 1 Household Debt to GDP Ratio of Korea and the US

Note: Data from the OECD and Bank of Korea. Household debt data in the flow of fund table is

used.

Next, I analyze how household debt distribution by householder's age group has changed over

the last 10 years (in case of the US I can examine the change over the last 20 years).3 Data shows

that the proportion of household debt held by (relatively) younger households has decreased,

while that of older households has increased over the last 10 years. Specifically, household debt

distribution by householder's age group has shifted to the right. Moreover, household's income,

asset, and demographic distribution by householder's age have all simultaneously shifted right.

The shift in income distribution is mainly driven by the change in the demographic factor. That is,

as the proportion of older households increases, the proportion of income held by older

households has also increased. However, this explanation does not apply to household debt and

asset distribution. Even after controlling the demographic factor, the proportion of household

debt and assets held by young households has decreased, while that held by older households

has increased. We can also observe such patterns in the US.

This motivates me to examine which factors mainly drive the change in household debt

distribution. More specifically, I consider household debt distribution by householder's age group

in 2004 and 2012,4 and analyze which household-specific characteristics affect the change in

distribution. Applying DiNardo et al. (1996), I consider a counter-factual 2004 household debt

distribution where only the householder's age distribution follows the distribution of 2012, and

other household-specific characteristics remain in line with 2004 distribution. By analyzing this

3 In the case of Korea, the sample period of available micro-data is insufficient. Please see section

2 for more details.
4 I used the most recently released KLIPS data (2012) and the 2004 wave of the KLIPS. In the case

of the US, I choose 2004 and 2013 survey years. Please see data section for more details.
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exercise, I can examine the effect of the change in householder's demographic distribution over

the last 10 years on household debt distribution. Similarly, I simulate a counter-factual scenario

where only the household income (asset) distribution follows the distribution of 2012, and other

household characteristics remain in line with 2004 distribution. Accordingly, the change in

householder's demographic composition is the main driver of the change in household debt

distribution by householder's age. The demographic factor can explain the shift in household debt

distribution almost by half. On the other hand, changes in either income or asset distribution does

not fully explain the change in household debt distribution. I can also draw similar conclusions for

the US, though the explanatory power of the change in demographic composition is smaller than

Korea.

Since demographic aging is an inevitable trend in Korea, as well as in the US, the proportion of

household debt held by older households is also expected to increase. Hence, the Korean

government needs to preemptively prepare for the household debt problem especially those held

by older households before the problem exacerbates. Here, I propose policy directions that the

Korean government should consider. First, the government should speed up reforming the labor

market inflexibility to prevent a sudden drop in household income after the retirement age.

Second, policy makers should monitor the possibility of asset price deflation more carefully. Third,

household debt contracts in Korea should be restructured from short-run bullet type to long-run

amortization loans. Lastly, macro-prudential policies, such as a DTI regulation, must be

strengthened to share risk from unexpected adverse shocks.

There are many papers that analyze the potential risk of household debt in Korea. However, to the

best of my knowledge, there are no papers that analyze the structural risk of household debt

originated from population aging. Kim and Byun (2012) analyzed individual-level debt distribution

by income, credit score, occupation, financial intermediary type, age, and regional groups. Hahm

et al (2010) and Kim and Yoo (2013) also implemented a similar empirical exercise. Generally,

those papers conclude that the current level of Korean household debt is not big enough to

threaten financial stability. However, some types of households, such as low-income, non-banking

debtors, are potentially vulnerable in negative stress scenarios. These papers commonly analyze

household debt distribution by diverse debtor-specific characteristics at a certain time. Unlike

those papers, I examine household debt distribution from a long-term perspective, and analyze

how and why household debt distribution has structurally changed.

Some other papers examine how household debt responds to unexpected exogenous shocks.

Jeong and Kang (2013) analyzed household debt responses from unexpected changes in

productivity (TFP), interest rates, or house prices. Justiniano et al. (2015) assert that the leverage

and deleverage in US household debt is mainly driven by household's taste for housing services.
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These papers commonly used a DSGE-style model and introduced some exogenous shocks. My

analysis regarding changes in household debt is more driven by a structural factor: changes in

demographic composition. In addition, this paper, unlike other papers, analyzes household debt

distribution, rather than aggregate amounts (or level) of household debt.

The remainder of this paper is organized as follows. Section 2 introduces micro-data used in this

paper. Section 3 compares Korea and US household debt distribution in a certain survey year

(static comparison or cross-section analysis). Section 4 examines how household debt distribution

both in Korea and the US has changed over the last decade (dynamic comparison or time-series

analysis). Section 5 analyzes which factor(s) have mainly driven the change in household debt

distribution over the past 10 years. Finally, section 6 concludes with policy implications.

2. Data Description

I used two household level micro data to analyze Korean household debt distribution: Korean

Labor and Income Panel Study (KLIPS) and Survey of Household Finances and Living Conditions

(SHFLC). KLIPS is a panel dataset initiated from 1999. The most recently released survey was in

2012. SHFLC started from 2010, and the most recently updated survey was in 2014. SHFLC is a

panel structure between 2010 and 2011. Afterward, SHFLC re-sampled interviewees in 2012, hence,

becoming panel structure for the period from 2012 to 2014. SHFLC contains more finely

categorized household asset and debt information than KLIPS. Unfortunately, since the initial

survey year of SHFLC is 2010, I used the KLIPS and SHFLC simultaneously to analyze the structural

change in household debt distribution over the decade.

For the US case, I used the Survey of Consumer Finances (SCF) released from the Federal Reserve

Board. SCF is similar to SHFLC, though the number of questionnaires is much larger than that of

SHFLC. SCF is released every three years, from 1983, and is not a panel dataset. Since this paper

analyzes the cross-sectional distribution of household debt over different years, the panel

structure is not necessarily needed. 5

Each dataset contains different household debt and asset categories. Hence, we need to clarify

how to calculate the aggregate household-level debt and assets. For the KLIPS, household debt is

the sum of financial debt (including secured and unsecured debt), non-financial debt, personal

debt, chonsei deposits owed to renters, lodge money debt, and other loans. Similarly, aggregate

5 Since each survey asks the exact amount of remaining household debt, I can calculate and

compare household debt-related moments by using these different data sources.
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household-level debt in SHFLC is defined by summing up the following components: financial

debt, which includes both secured and unsecured debt, lodge money debt, and credit card related

debt, chonsei deposits owed to renters. For the SCF, total household debt is the sum of the

following debt categories: mortgage/land contract, investment real estate and vacation properties

debt, business debt, vehicle loans, land contract and notes (debt), credit card debt, home equity

line of credit, line of credit not secured by residential property, education loans, other loans, loan

for home improvement, other debt, margin loans, loans backed by insurance, loans backed by

pensions.

Similar to household debt, each dataset also defines household-level asset differently. For the

KLIPS, sum of housing value, chonsei deposit, and financial asset6 is defined as household total

asset.7 For the SHFLC, household asset is the sum of financial asset, which includes all types of

saving and financial investment, chosei deposit, and real asset, which includes real estate and

non-real estate real asset. Household asset in the SCF is defined by summing up following

components: value of primary residence, investment real estate and vacation properties, business

equity, vehicle, financial asset,8 other asset, land contract and notes.

Household debt distribution can be analyzed in diverse dimension. I mainly focus on household

debt distribution by householder's age. It is well known that Korean society is aging, and the

speed of this trend is faster than any other OECD member countries. The general trend is the

same in the US, though the speed of population aging is much slower. I sampled households in

which the householder's age is between 20 and 79, which covers almost every household that

carries on economic activities. It is known that the SCF data also surveys very rich households.

Hence, I dropped extremely rich or highly indebted US households when calculating statistical

moments. (Specific explanations are in the footnotes of each figure and table in the next section.)

3. Static Analysis of Household Debt Distribution

6 Financial asset is the sum of the following components: saving, stock, bond, mutual fund,

insurance, lodge money, uncollected loan.
7 KLIPS also contains some non-real estate real asset categories, such as vehicle, jewelry, artwork,

and golf/condominium memberships. However, these asset categories are only included in limited

waves of the survey. To make a consistent asset measure within KLIPS, I excluded those categories.
8 Financial asset is the sum of the following components: checking account, IRA/Keogh, certificate

deposit, saving/MMF, mutual fund/hedge fund, saving bond, any other bonds, stocks, brokerage

account, annuity/any trust/managed investment account, life insurance
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In this section, I compare the 2014 Korean household debt distribution by householder's age to

the 2004 US household debt distribution. As shown in Figure 1, the recent household debt to

GDP ratio in Korea is similar to the 2003 and 2013 ratio in the US. Before the global financial crisis,

the US household debt monotonically increased. And then, the US households deleveraged their

debt through government driven loan modification programs, foreclosure, bankruptcy, and so on

(Gerardi and Li (2010) and Robinson(2009)). Since 2014 Korea and 2004 US are similar in terms of

household debt-to-GDP ratio levels and their increasing trends, I initially choose those two years

and compare household debt distribution of two countries.

I define two measures which I mainly use in this paper to analyze household debt distribution by

householder's age. First, I calculate what portions of debt are held by a certain age group. Let

be the amount of debt held by household , and be the sample weight. Then, the proportion

of debt held by a certain age group can be calculated as follows

Under this measure, the debt holding ratio by a certain age group might increase when the

number of people in the age group is large enough. In order to control the age-specific

population effect, I define the second measure.

This is a ratio of average debt held by a certain age group to average debt held by the whole

population. Hence, this ratio measures relative amounts of debt held by a certain age group,

controlling the demographic effects.

Figure 2 compares 2014 Korea to 2004 US household debt distribution by householder's age

group. The left figure is the debt holding ratio by householder's age ( ), and the right

figure is the ratio of average amount of debt held by a certain age to average of all households

( ). The older population in Korea hold bigger portions of debt, than those in the US,

particularly those in their 50s. The debt of Korean households with householders in their 50s

accounts for approximately 33% of the entire household debt, while it is 23% in the US, even

lower than the debt held by those in their 40s. When I control the demographic difference

between Korea and the US, Korean household debt is comparatively more concentrated in the

older-aged groups, particularly those in their 50s. Korean households with householders in their

50s are carrying 28% more debt than that held by the average household of the entire economy,

which is higher by about 16% compared to the US. Due to the high proportion of the population
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in their 50s, along with a large amount of average debt, in Korea, the absolute proportion of their

debts is much higher than that of the US.

Figure 2 (Left) Household Debt Ratio by Householder's Age (Right) Ratio of Per-Household Debt

to Average of All Households

Note: US Households with debts in the top 1% are dropped. Data: (Korea) 2014 SHFLC; (US) 2004

SCF

In Figure 3, I compare the household debt distribution in Korea and the US by using the most

recently released dataset. One noticeable change in the US household debt distribution is an

increase in debt held by households in their 60s, and a decrease in debt by those in their 40s.

When I control the demographic effect, the average amount of debt held by those in their 40s in

2013 in the US is almost same as that in 2004. Hence, a decrease in household debt held by

those in their 40s is mainly driven by a decrease in their population. The proportion of debt held

by those in their 60s can be explained by two forces: an increase in population and an increase in

average debt.9 (Further examination is presented in the next section.) When I compare Korean

household debt to the recent US household debt distribution, rather than 2004, the portion and

average amount of debt held by those in their 50s in Korea is much higher than that in the US

recently.

9 The reason why average household debt held by those in their 60s has increased in the US

needs further examination. One possible story is as follows. Before the global financial crisis,

households in their 50s tended to take out loans backed by their housing equity. After the

financial crisis, those households become be 60s along with debt not fully repaid.
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Figure 3 (Left) Household Debt Ratio by Householder's Age (Right) Ratio of Per-Household Debt

to Average of All Households

Note: US Households with debts in the top 1% are dropped. Data: (Korea) 2014 SHFLC; (US) 2013

SCF

Having large amounts of household debt might not be a serious problem if households have high

enough income or asset simultaneously. In Figure 4, I present household's income distribution by

householder's age group. I similarly consider two measures: proportion of household income held

by a certain age group, and the ratio of average income of a certain age group to the average of

all households. The Figure shows that Koreans experience a sharp decline in their income after

their retirement age, implying that old-aged people are more likely to face repayment and

liquidity problems. The proportion of income earned by population in their 50s in Korea is higher

than that in the US, which is mainly attributed by the number of population.

Figure 4 (Left) Household Annual Income Ratio by Householder's Age (Right) Ratio of Per-

Household Annual Income to Average of All Households

Note: US Households with income in the top 1% are dropped. Data: (Korea) 2014 SHFLC; (US)
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2004 SCF

Figure 5 reports the asset distribution by householder's age. Seniors in Korea owns comparatively

lesser proportions of assets than those in the US. The average amounts of assets held by the

senior group, especially 60s, is higher than that held by younger people both in Korea and the US.

However, average assets held by the older population in Korea is relatively lower than that in the

US.

Figure 5 (Left) Household Total Asset Ratio by Householder's Age (Right) Ratio of Per-Household

Total Asset to Average of All Households

Note: US Households with asset in the top 1% are dropped. Data: (Korea) 2014 SHFLC; (US) 2004

SCF

In sum, Korea’s debt-to-income ratio increases as householders become older, unlike the US, and

Korea’s debt-to-asset ratio does not decrease as fast as that of the US. The US debt-to-income

ratio decreases as householders become older, since US people tend to borrow early in their life

and repay the debt throughout their entire life, such as mortgages or education loans. This

pattern also holds in the US in 2013 (not presented in this paper). On the other hand, the ratio in

Korea is much higher than those in the US especially after the retirement age. Unlike the US,

Korean households tend to take out loans without repaying principal over their life cycle. Instead,

they simply refinance loans every 2-5 years, and roll-over their debt again until their retirement

age. In addition, a sudden drop in income after the retirement age might be the other factor

which increases the debt burden of Korea's seniors. Similar interpretation can be applied to the

debt-to-asset ratio. Since older Koreans have large amounts of debt even after their retirement

age, along with having lower assets than the US, the debt burden of old-aged, evaluated by their

assets, is relatively bigger in Korea.
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Figure 6 (Left) Household Debt to Income Ratio by Householder's Age (Right) Household Debt to

Asset Ratio by Householder's Age

Note: US Households with either income or asset in the top 1% are dropped. Data: (Korea) 2014

SHFLC; (US) 2004 SCF

4. Dynamic Analysis of Household Debt Distribution

In the previous section, I examined household debt distribution at a certain survey year. In this

section, I compare how household debt distribution has changed over the last 10 years (20 years

in case of the US). Then, I can analyze whether the household debt problem is a static (or time-

invariant) or dynamic problem. If it turns out that household debt distribution changes over time,

we can guess the potential change of household debt distribution in future and preemptively

prepare policy measures to resolve the problem.

Figure 7 presents Korean household debt distribution by householder's age in 2004 and 2014. The

proportion of debts held by old-aged households has gradually increased over the last 10 years,

while debt held by households whose age is less than 40s have decreased. When I control the

effect of demographic changes, the average debt held by those in their 60-70s has increased,

while that of the other age group has decreased. Hence, Korean household debt distribution by

householder's age has shifted to the right over the last 10 years.
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Figure 7 (Left) Household Debt Ratio by Householder's Age (Right) Ratio of Per-Household Debt

to Average of All Households

Data: 2004 KLIPS and 2014 SHFLC

The household debt distribution in the US also has shifted to the right over the last 20 years. The

proportion of debt held by young households has decreased, while that held by older households

has increased. When I control the demographic change, the average household debt held by

those in their 60-70s has increased, especially after the recent financial crisis.

Figure 8 (Left) Household Debt Ratio by Householder's Age (Right) Ratio of Per-Household Debt

to Average of All Households

Note: US Households with debt in the top 1% are dropped. Data: 1995, 2004, and 2013 SCF

I also examine the change in household income distribution by householder's age, as in

household debt distribution. Korean household income distribution similarly has shifted to the

right for 10 years. That is, the proportion of household income held by those in their 50s has

increased, while that held by those in their 30-40s has decreased for 10 years. The change in
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household income distribution is mainly driven by a change in demographic compositions. As the

number of older households increase, the portion of total income held by seniors also increases.

Figure 9 (Left) Household Annual Income Ratio by Householder's Age (Right) Ratio of Per-

Household Annual Income to Average of All Households

Data: 2004 KLIPS and 2014 SHFLC

We can also observe similar patterns of changes in household income distribution in the US. The

proportion of total household income held by young households has decreased, while that held

by older households has increased. When I control the demographic effect, the average

household income (normalized by the average of all households) is almost the same especially

between 1995 and 2004.

The proportion of household income held by older Korean households is much lower than that

held by the counterpart group in the US. In addition, the average amount of income for Korea's

older households is much lower than that of the US. This pattern holds even around 10 years ago.

Hence, the fact that Korean households, on average, tend to experience a steep decline in their

income once they retire in their jobs is a persistent problem, which is not recently showed up.

0%

5%

10%

15%

20%

25%

30%

35%

20s 30s 40s 50s 60s 70s

Korea (2004)

Korea (2014)
0

0.2

0.4

0.6

0.8

1

1.2

1.4

20s 30s 40s 50s 60s 70s

Korea (2004)

Korea (2014)

131



Figure 10 (Left) Household Annual Income Ratio by Householder's Age (Right) Ratio of Per-

Household Annual Income to Average of All Households

Note: US Households with income in the top 1% are dropped. Data: 1995, 2004, and 2013 SCF

Household asset held by older Korean households has slightly increased over time. However, the

proportion of asset held by older Korean households is much lower than that of the US. At the

same time, the average amount of asset is lower in Korea than the US.

Figure 11 (Left) Household Total Asset Ratio by Householder's Age (Right) Ratio of Per-Household

Total Asset to Average of All Households

Data: 2004 KLIPS and 2014 SHFLC
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Figure 12 (Left) Household Total Asset Ratio by Householder's Age (Right) Ratio of Per-Household

Total Asset to Average of All Households

Note: US Households with asset in the top 1% are dropped. Data: 1995, 2004, and 2013 SCF

In sum, the proportion of household debt held by each age group has shifted over the last 10

years. At the same time, the distribution for household income and asset also has shifted to the

right. Therefore, when we prepare for policy measures to resolve the household debt problem we

need to understand the nature of household debt distribution which is not time-invariant. In the

following section, I analyze why household debt distribution has shifted both in Korea and the US.

In turn, I examine expected changes in household debt distribution in the near future and draw

policy implications.

5. Analyzing Driving Forces of the Change in Household Debt Distribution

In the previous section, I examined that household debt, income, and asset distribution by

householder's age group have shifted over the past 10 years. In this section, I analyze the main

driving force that has shifted the household debt distribution. More specifically, I analyze whether

changes in the demographic (or age), income, or asset distribution have shifted household debt

distribution, and how much each component has contributed to the shift. The analysis is based on

DiNardo, Fortin, and Lemieux (1996) and its application.

5.1. Analysis Methodology

Let be a household i-specific observation, where m is the amount of household debt, z

is the household-specific characteristics, and t is a (survey) year which takes only two values to

examine the change in distribution from the initial to terminal year of the analysis. Let be

household debt density function (pdf) at time t. Then, the unconditional household debt density
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function can be re-written by

That is, the unconditional density, , is the integral of conditional density of household debt

at time , over the distribution of household characteristics density function at time

.

Suppose that household's characteristics z is composed of four components: householder age

, income , asset , and other characteristics . That is, . Then, we can

re-write the above density function as follows:

Following the notation of DiNardo et al. (1996), let's consider a counter-factual time t household

debt density where household characteristics, except for , remain at their t-year and the

distribution is switched to their t'-year where . For example, we can imagine a hypothetical

2004 (t) household debt distribution where only the householder's age distribution follows in their

2012 (t') and all other household characteristics distributions remain in their 2004 (t). Such a

counter-factual density can be written by

where is a weighting function defined by

The only difference between the original household debt density function and the counter-factual

density function is the weight function, . The weighting function can be re-

organized by using the Bayes' rule as follows:
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In the actual computation, I used the probit model to solve the last term of the above equation.

That is, generate a dummy variables which is 1 if data year is t' and 0 otherwise. Similarly,

generate the other dummy variable which is 1 if data year is t and 0 otherwise. Then, for example,

the weighting function can be calculated by

In the actual implementation, I used the head of household age, square of their age, log real

asset, log real income, education dummy (1 if less than high school degree, 0 otherwise),

homeownership status, and the number of household members.

Since I mainly analyze how household debt distribution by householder's age changes over time,

we need to manipulate the unconditional density function to get household debt distribution by

householder's age group. The portion of household debt held by each age group can be re-

written as follows:

Similarly, let's consider the counter-factual time-t household debt distribution by householder's

age where only the distribution changes to their time-t' and other household characteristics

remain in their time-t.

Therefore, the counter-factual household debt distribution by householder's age can be calculated

by using the newly defined weighting function, .

Here, I only consider the case where only the distribution of changes to the year of t'. We can

also extend the household debt density function where the distribution of and both

change to the year of t', and the other characteristics remain at time t. Then, the counter-factual

unconditional density function can be written as follows:
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where the additional weighting function can be defined by

Other procedures are same as before. The only difference is that the new weighting function

when calculating the household debt distribution by householder's age is

, rather than .

5.2. Results

In this subsection, I analyze how changes in distribution of household-specific characteristics

affect the household debt distribution by householder's age group. As I presented in the previous

section, household debt distribution has shifted to the right over the past 10 years. At the same

time, household's demographic, income, and asset distribution have also changed. Among those

changes, I examine which factors mainly affect the change in household debt distribution, based

on the methodology suggested in the previous subsection.

I choose two survey years, 2004 and 2012, by using the KLIPS data.10 First, I consider a counter-

factual scenario that only household demographic (or age) distribution changes to that of 2012,

and other household characteristics remain at 2004. By analyzing such a counter-factual scenario, I

could analyze how changes in demographic distribution contribute to the change in household

debt distribution. The top left figure in Figure 13 shows that changes in demographic distribution

from 2004 to 2012 contribute to the change in household debt distribution almost by half (please

see red dotted line). A change in household income distribution also slightly affects the change in

household debt distribution (please see top right figure). However, the effect of the change in

income distribution is smaller than that from the change in demographic distribution. A change in

asset distribution has almost no effects in household debt distribution (please see bottom left

10 By choosing 2004 and 2012 survey years from KLIPS, I could eliminate potential inconsistence

originated from different dataset. I also implemented similar exercise by using 2004 KLIPS and

2014 SHFLC. Qualitative results are almost same. Please see Appendix.
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figure). Simultaneous changes in household income and demographic distribution from 2004 to

2012 make the 2004 household debt distribution nearly converge to the 2012 distribution.

Therefore, a change in demographic distribution, partly along with the change in income

distribution, is the main driving force which has shifted the Korean household debt distribution

over the last 10 years. However, there still exists gap between counter-factual distribution and

actual 2012 distribution (please see bottom right figure). I suspect that changes in financial market

environment or household-specific idiosyncratic shocks might lead to differences in household

debt distribution.

Figure 13 Changes in Household Debt Distribution Between 2004 and 2012 Driven by Either Age,

Income, or Asset Distribution Changes. (Top Left) Analysis of Age Distribution Change (Top Right)

Analysis of Income Distribution Change (Bottom Left) Analysis of Asset Distribution Change

(Bottom Right) Analysis of Age and Income Distribution Change

Data: 2004 and 2012 KLIPS

Then, how much have household income, asset, and demographic distribution changed over the

last 10 years? Figure 14 presents the kernel density of log real household income, log real asset,
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and age distribution. Household income and asset distribution have slightly shifted to the right,

which partly reflect (real) growth in Korean economy. Unsurprisingly, the householder's age

distribution has shifted to the right visibly. Though household asset, income, and age distribution

have all shifted over the last 10 years, the change in household debt distribution is mainly

explained by the change in age distribution.

Figure 14 Kernel Density of (Top Left) Log Real Income, (Top Right) Log Real Asset, and (Bottom)

Age in 2004 and 2012.

Note: Gaussian kernel function is used. Data: 2004 and 2012 KLIPS

I can draw similar results for the US. As shown in Figure 15, the change in demographic

distribution partly affects the change in household debt distribution by householder's age.

However, changes in household income and asset distribution have almost no effect on changes

in household debt distribution. Between 2004 and 2013, the US economy experienced an

unprecedented boom and bust especially in the housing market. More specifically, the US financial

intermediaries lent money to households with (relatively) lax screening efforts, which contributed

to the boost in the housing market (Keys et al. (2013)). As a result, many subprime loans were
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issued, which triggered and exacerbated the financial crisis starting from 2007. After the crisis, the

US government implemented many government-driven mortgage modification programs, which

partly reduced household financial burden. Since the US economy experienced lots of events over

the last 10 years, explaining the change in household debt distribution simply by using

household-specific characteristics might not be successful.

Figure 15 Changes in Household Debt Distribution Between 2004 and 2013 Driven by Either Age,

Income, or Asset Distribution Changes. (Top Left) Analysis of Age Distribution Change (Top Right)

Analysis of Income Distribution Change (Bottom Left) Analysis of Asset Distribution Change

(Bottom Right) Analysis of Age and Income Distribution Change

Data: 2004 and 2013 SCF

Kernel densities of log real income, real asset, and age distribution are presented in Figure 16.

Income and asset distribution have not changed significantly over the last 10 years. However, we

can observe that the US population is also aging. Although it is not a dominant force, the change

in household demographic distribution is also an important factor which explains the shift in

household debt distribution in the US, as does in Korea.
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Figure 16 Kernel Density of (Top Left) Log Real Income, (Top Right) Log Real Asset, and (Bottom)

Age in 2004 and 2013.

Note: Gaussian kernel function is used. Data: 2004 and 2013 SCF

6. Concluding Remarks

In this paper, I analyze how household debt distribution in Korea and the US has changed over

the last 10 years. Household debt distribution by householder's age in both countries has shifted

to the right. My analysis shows that the shift in household debt distribution is mainly driven by a

change in householder's demographic distribution, especially for Korea. Changes in either

household income or asset distribution cannot successfully explain the shift in household debt

distribution. For the US, the change in demographic distribution can partly, though not enough,

explain the change in household debt distribution.

One possible reason why the demographic factor has a strong power in explaining the shift in
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household debt distribution in Korea is the Korean-specific debt contract structure. Most

mortgage and non-mortgage debt contracts in Korea are short-term and bullet-type loans. That is,

households tend to take out loans with a 2-5 year contract period. And then, they repay nothing

or pay only interests while in their contract duration. When it comes to the contract expiration

date, households refinance loans again, with contract periods of 2-5 years. Hence, the loan

principal does not decrease as time goes on and is rolled over repeatedly, with simply paying

back the interest. This allows us to observe the cohort effect in debt distribution over the long-

time.

On the contrary, the debt contract structure in the US is quite different. Households tend to take

out loans, especially mortgages, with a long-term horizon. And then, they pay back both interests

and principal over their life cycle. In turn, household's net equity increases as householders

become older. That is why the demographic effect in explaining the change in household debt

distribution is not as strong as in the Korean case. In addition, the US economy has experienced

housing/asset boom and bust over the last 10 years. Hence, it is hard to explain the full shift in

household debt distribution merely by the change in demographic or household-specific

characteristics distribution.

We can draw the following policy implications for the Korean economy from this analysis. First, as

Korean people become older, the proportion of household debt held by older households is

expected to increase more in the near future. If older households have large amounts of asset and

income, the household debt problem will not be serious. However, as presented in the main text,

householder's income in their 60-70s suddenly decreases. In turn, it is highly probable that older

householders might experience severer liquidity problems as they become older, along with their

debt principal burden. Therefore, policy makers need to consider diverse measures to improve

old-aged income. One possible way might be a structural change in the labor market which

extends the retirement age of workers through an implementation of the wage peak system. In a

similar vein, due to the seniority-based wage system in the current Korean labor market, older

employees are unable to avoid early retirement and become self-employed, which in general

leads to a sudden decrease in income.

Second, Korean policy makers need to monitor the possibility of asset price deflation more

carefully. Many researchers said that Korean household debt problems will not transfer toward the

systematic risk because Korean households have enough asset which is a safe buffer for the debt

problem. If Korean asset prices are deflated for some exogenous reasons, financial intermediaries

might force households to pay back their debt, since their collateral value also decreases. Then, it

is possible that households start selling their assets in market to pay back their remaining debt

burden, which in turn leads to a decrease in asset price again. The worst scenario might be a
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collapse in asset values, along with a sudden increase in household defaults. In order to avoid

such a sudden drop in asset value, with preserving a certain level of income for the senior citizens,

policy makers can consider an extension of asset-backed security markets or reverse mortgage

programs. Those programs can possibly reduce the likelihood of a sudden drop in asset prices

with preventing an abrupt decrease in income of the senior households.

Third, policy efforts should be strengthened to make a transition in the debt contract structure

from short-term bullet-type to long-term amortized loans. As aforementioned, Korean households

tend to roll over their debt without reducing their principal. This phenomenon is possible because

of the prevalence in short-term bullet-type loans. Under an economy where asset (or housing)

value consistently increases, this type of loan contract structure is sustainable. That is, households

have capital gain opportunities with a constant (nominal) value of debt. Hence, even when

householders retire, experiencing a steep decrease in their income, they have already accumulated

high enough net assets while young. However, as Korean economy has become more developed,

the chance of capital gain has been narrowed. Under this environment, households that take out

loans without reducing their debt have little chances to have capital gain (or increased net asset

holding) when they retire. Since retired households tend to experience a serious decrease in their

income, those households can possibly face both liquidity and net asset shocks. This motivates

why Korean policy makers should seriously consider the change in debt contract structure. By

inducing Korean households to pay back their debt over their life cycle, as do the US households,

older Korean households can retire from their jobs without concerning about their remaining debt,

even when their income after retirement suddenly decreases.

In sum, the household debt problem in Korea is partly a structural problem originated from the

change in demographic composition. It is hard to avoid or reverse the change in demographic

trend. However, Korean government can avoid the potential system risk by strengthening macro-

prudential policies, labor market restructuring, asset market monitoring, changing debt contract

structures, and so on. It is well known that Korea's speed of population aging is the fastest among

OECD member countries. I recommend the Korean government to take action as soon as possible

before exacerbating the problem.
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Appendix

In this Appendix, I analyze which household-specific factors drive household debt distribution by

householder's age group to move by using 2004 KLIPS and 2014 SHFLC dataset. In the main text

of this paper, I examined the same exercise by using 2004 and 2012 KLIPS. Since different dataset

might define and survey household-specific characteristics in different ways, I used the single data

source (or KLIPS) in the main exercise. As a robustness check, I implement the same exercise by

using the most recently released data, 2014 SHFLC, along with the 2004 KLIPS.
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Qualitative results are the same as those presented in the main text. The exercise shows that a

change in householder's age distribution is the main driving force that shifts the household debt

distribution between 2004 and 2014. Unlike the result in the main text, the change in

demographic distribution explains almost every change in debt distribution over the last 10 years

(please see the red dotted line in Figure A1). However, the counter-factual distribution over-

estimates the debt holding ratio for householders whose ages are in the 40-50s. Changes in

either household income or asset distribution negligibly explain the shift in the household debt

distribution, which is consistent with results in the main text. Therefore, the result that a change

household debt distribution is mainly driven by a change in householder's age distribution is a

robust result.

Figure A1 Changes in Household Debt Distribution Between 2004 and 2014 Driven by Either Age,

Income, or Asset Distribution Changes. (Top Left) Analysis of Age Distribution Change (Top Right)

Analysis of Income Distribution Change (Bottom Left) Analysis of Asset Distribution Change

(Bottom Right) Analysis of Age and Income Distribution Change

Data: 2004 KLIPS and 2014 SHFLC
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In Figure A2, I present the kernel density of log real income, log real asset, and householder's age

by using the 2004 KLIPS and 2014 SHFLC. Though real asset and income distribution have shifted

to the right over the last 10 years, those movements have little explanatory power in explaining

the change in household debt distribution. Unsurprisingly, the density of householder's age also

has shifted to the right for 10 years.

Figure A2 Kernel Density of (Top Left) Log Real Income, (Top Right) Log Real Asset, and

(Bottom)Age in 2004 and 2014.

Note: Gaussian kernel function is used. Data: 2004 KLIPS and 2014 SHFLC
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Abstract 
 
We study the behavior of the US labor share over the past 65 years using new 

data from the post-2013 revision of the national income and product accounts and 
the fixed assets tables capitalizing intellectual property products (IPP). We find that 
IPP capital entirely explains the observed decline of the US labor share, which 
otherwise is secularly constant over the past 65 years for structures and equipment 
capital. The labor share decline simply reflects the fact that the US economy is 
undergoing a transition toward a larger IPP sector. 
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CHAPTER 6 

Interindustry Wage Differentials, Technology Adoption, and 
Job Polarization* 

 
By 

Myungkyu Shim† 

(School of Economics, Shanghai University of Finance and Economics) 

Hee-Seung Yang‡ 

(Department of Economics, Monash University) 

 
Abstract 
 
Using data on the U.S., we find that high-wage industries in 1980 experienced 

(1) more evident job polarization and (2) higher growth rate of information and 
communication technology (ICT) capital per worker between 1980 and 2009. These 
findings are consistent with the hypothesis that firms optimally respond to 
interindustry wage differentials, which (at least partly) arise from exogenous factors 
at the firm level. As the relative price of ICT capital declines, the persistent 
structure of interindustry wage differentials pushes high-wage industries to replace 
routine workers with ICT capital more intensively than low-wage industries. As a 
result, those industries exhibit slower employment growth of routine workers than 
low-wage industries, which led to heterogeneity in job polarization across 
industries. 
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CHAPTER 7 

Comparing Nested Predictive Regression Models with 
Persistent Predictors* 

By 

Yan Ge†, Tae-Hwy Lee‡, and Michael W. McCracken§ 

Abstract 
Inference on stock return predictability is commonly conducted by the in-sample 

inference on the coefficient estimator of the predictive regression, for which several 
problems have been identified such as the finite sample bias (when predictors are 
weakly stationary) and the non-pivotal and non-standard asymptotic distribution and 
un-correctable bias (when predictors are persistent), and various solutions to these 
problems have been suggested. In this paper, we adopt the out-of-sample inference of 
the predictive regression model by the encompassing statistic (ENC) that was studied 
by Clark and McCracken (2001) when predictors are weakly stationary. The 
contribution of this paper is to show that the ENC statistic has the asymptotic standard 
normal distribution even when predictors are persistent as well as when predictors are 
weakly stationary. This new result is important for empirical research on stock return 
predictability. While many technical problems arise for in-sample inference on the 
predictive regression due to persistence of predictors, the out-of-sample inference based 
on ENC is actually benefited from persistence of predictors because it makes the super-
consistency and the asymptotic normality of the parameter estimation. Monte Carlo 
simulation shows that the asymptotic results hold in finite samples when predictors are 
weakly stationary and persistent. An application to the predictive regression of the 
equity premium reveals strong predictive ability of several persistent predictors. 

JEL classification: C53, E37, E27 
Keywords: inference on stock return predictability, predictive regression, local 

to unit root process, out-of-sample inference, encompassing test, asymptotic 
normality, equity premium. 
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CHAPTER 8 

Have Mismatches Lowered the Korean Young Men’s 
Employment Rate? 

 
 
By 

Kyungsoo Choi 

(Korea Development Institute) 

 

 
Abstract 
 
Young men’s employment is at its lowest low level in Korea now. The ratio of 

employment to civilian population among men aged between 25 and 29 years 
stands at 69.4 percent as of 2014, which is below the level in most advanced 
countries and down by 10 percent points from its level in 2000. The most 
commonly acclaimed explanation for the low employment is the ‘mismatch’ 
hypothesis, though the terminology is used somewhat differently from that in the 
standard economics literature. The hypothesis maintains that the cause lies in the 
supply side: Over-education and the widened discrepancy between young men’s job 
expectation and their opportunities have made them to search for jobs for a longer 
period. This paper investigates whether the common belief is supported by 
empirical evidences and obtains a negative result. First, mass higher education did 
not enlarge the size of mismatches commensurately as the over-educated, who are 
college graduates at high school jobs, still enjoyed some college education 
premium. Secondly, there exists no systematic relationship between mismatches 
and durations of the search period for the first job no matter how the mismatches 
are defined. As a conclusion, this paper suggests that the cause lies on the demand 
side and not on the supply side. 

 
JEL code: J21, J24, J64 
Keywords: Mismatch, over-education, youth unemployment, Skill Surplus, Hazard 

Models 
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“Everybody’s gettin’ so goddam educated in this country there’ll be nobody to take away the garbage…You stand
on the street today and spit, you’re gonna hit a college man,” Keller in Arthur Miller’s play, “All My Sons”,
written in 1946.

I. Introduction

Throughout the 2000s, the Korean youth labor market continued to deteriorate. The

market had been hit very hard by the Asian financial crisis at the end of 1997. Although

the economy successfully moved out of the crisis in a few years, the downward trend for

the youth labor market did not halt and the trend is still on-going.

The employment rate, which is the ratio of employment to civilian population, of the

Korean young men is now at its lowest low level. Of the young men with age between

25 and 29 years, just 69 percent are employed as of 2014. The ratio is down by nearly 10

percent points from its level in 2000, in which year it stood at 78 percent.1 Before, Korea

was known for its disciplined youth and it touted one of the highest youth employment

rates in the whole world, though women’s labor market status was significantly behind.

High youth unemployment was a problem for Europe. Now youth unemployment

became one of the biggest problems of the Korean economy. The level of its young

men’s employment rate is now lower than those in most European countries.

In Korea, the most commonly known theory for the cause of high youth unemployment

is the ‘mismatch’ hypothesis. The theory explains as follows: The Korean youth are

over-educated and there are too many college graduates; they compete for a limited

number of ‘college’ job positions while many high school jobs are left unfilled; and thus,

too many young people are outside the labor market, just piling up their ‘specs’

(qualifications) for slim opportunities.2 Hence the youth labor market is in a ‘mismatch’

situation. This explanation is basically a supply-side theory.

1
All the employment rates for Korea in this article are the rates in urban areas where 95% of the total population reside.

To eliminate the bias caused by declining population share of rural areas, where employment rates are typically high, in a
time series comparison, I disregard rural area observations in labor force survey data.

2
‘Spec’ is short for ‘specifications.’ Specifically, the ‘specs’ are job qualification scores that are referenced in job

recruiting, such as TOEIC scores, foreign language skills, experiences abroad, et cetera.
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Youth unemployment has been a serious social problem at different times at different

places, but a ‘mismatch’ has seldom been put forth at as its cause. For example, when

youth unemployment rate soared in France in the 1970s, Malinbaud (1984) pointed to

‘disequilibrium’ and state dependence as its cause, by which he meant insufficient

aggregate demand and persistent nature of unemployment. State dependence means that

the longer a person stays in the unemployment state, the lower is his chance to exit from

the state. Hence his recipe was a combination of expansionary macro policy combined

with government intervention in labor market. In the 1980s, the mainstream viewed the

high unemployment in Europe as structural unemployment. European system’s rigidity

both in the commodity and labor markets was diagnosed to have lowered job creation and

blocked the youth from entering the labor market. Logical solutions were reforms for

flexibility in both markets. The OECD Jobs Strategy (1994) persuasively put forth this

view. However, labor reform attempts hereto achieved only partial successes and

increased temporary workers.3 Consequently, the OECD ‘revisited’ the issue and now

emphasizes quality jobs and higher skills.4 In the U.S., education and training have been

stressed traditionally under a flexible labor market system. In the late 1970s to the early

1980s the over-education issue was raised but the objective was to warn against

government R&D expenditure cut and not to curb over-investment in education.

But in Korea, universal college education and the youth’s overblown aspiration is

frequently mentioned as the cause for youth unemployment. A high-ranking government

official remarks, ‘The real problem is not that there are not enough jobs, but that college

educated young people are not willing to work at the positions.’5 But unless the Korean

youth are far different from their partners abroad, the mismatch hypothesis does not seem

to be a proper explanation that leads to a right solution.

Furthermore, the hypothesis has some theoretical weaknesses. First, it is not logical to

assume that an informed college graduate continues to anticipate that he can get a college

job knowing that 40 percent in his cohort have bachelor’s degrees. Secondly, ever since

3
OECD Employment Outlook, 2005.

4
OECD, Off to a Good Start? Jobs for Youth, 2010, p.19.

5
Dae-ki Kim, The Korean Economy in the Trap, Kimyoung-sa, 2013, p.89.
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Gary Becker’s Human Capital Theory, economists do not traditionally support the notion

that more education harms a person although it may bring little benefits. Moreover, labor

demand has shifted a lot towards the skilled since his theory. An explanation that a

person remains jobless because he is educated is hard to grasp. Third, Korea is not a very

exceptional country in terms of the incidence of over-education, while its youth

employment rate drop is unparalleled.6 Under the mismatch hypothesis, facts do not fit

together very well.

This paper derives testable implications of the mismatch hypothesis and see if they are

supported by empirical evidences. Among them are that the job search duration are

longer among those who are mismatched, that the youth employment rate drop are

contributed disproportionately by college graduates, and that college graduates

experience longer job search duration as their share grew, etc. The target for this paper is

the labor market of young men aged between 25 and 29. Young women’s labor market is

not considered, not because their labor market is different but because the employment

rate drop is not very clear among them as it is counter-balanced by a long-term trend of

female labor supply increase. College graduates increased among young women as well,

and it can be inferred that their labor market is affected by the same factors as young

men’s labor market.

This paper is organized as follows: Section 2 briefly summarizes the trend in Korea.

Section 3 reviews the mismatch hypothesis in the literature. The section contains a

review for existing research in the field in Korea. Originally, a mismatch means a skill

surplus match where a worker is over-educated. And the consequence is measured in

terms of wages. Section 4 deals with the wage effect of mismatches. To investigate if

over-education has led an employment rate drop, Section 5 and 6 analyzes how job

search duration is related to quality of job matches or the trend of increasing higher

education. Section 5 reviews match quality and job search spells and Section 6 does a

hazard model analysis. Section 7 summaries and concludes.

6
See for example, Hartog, 2000.
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II. Employment Rate Drop among the Young Korean Men

Until the 1990s, the Korean young men’s employment rate was among the highest in

OECD countries. In 1990, the rate stood at 87.4% among men between 25 and 29 years

old. And between 30 and 34 years old, it stood at 95.1%, which is the second highest

next to Japan. (See Table 1.) The level of employment rate between 25 and 29 is not

among the highest but it is very high if the military service duty is taken into account.

Even the economic crisis of 1997 did not pull down young men’s employment rate much.

But a real drop occurred in the 2000s. As of 2012, Korean young men’s employment rate

in the 25-29 group is below 70 percent, lower by 10 percent points than those in France,

Germany, and the U.S. In the past, high youth unemployment was a European

phenomenon, but now Korea has an even lower youth employment rate. In the 30-34

group, the employment rate fell much less, but Korea is not any higher than European

countries. Korea’s youth employment rate fall was not accompanied by any significant

change in unemployment benefits or in labor market institutions. In fact, the labor

market itself became more fluid. Hence widened college education is first looked at as a

candidate for the cause.

< Table 1 here >

Table 2 is the change across time in the composition of economic activity status among

young men from 1995 to the recent in urban areas.7 The trend shows that the increase in

the share of education and training falls short of the drop in employment rate. Between

2000 and 2013, the employment rate fell by 8.8 percentage points, from 78.1 to 69.3, in

the 25-29 age group. Out of the drop, just 2.1 percentage points can be attributed to the

growth of the proportion of education or training. Unemployment contributed just 1.0%

point. By far the largest part, 5.7 percentage points, is contributed by the growth of the

NEET (Not in Education, Employment, and Training). In the 30-34 age group, the

employment rate dropped by 2.8 percentage points, education increased by 0.2 percent

7
Employment rates are typically higher in rural areas and the rural area population share drop makes the overall

employment rate lower. To eliminate the composition effect, only the urban area employment rates are compared.
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points, unemployment fell by 0.4 percentage points, and the NEET increased by 3.0

percentage points. The sub-intervals within the period show similar trends. College

education growth does not fully account for the drop in

and the growth of the NEET is as important a factor. Contribution of unemployment has

been minor.

< Table 2 here >

As job matching is a dynamic process, let us stop and think what such a fall in

employment rates means for job search durations. Employment rates can fall either when

non-employment spells become longer or become more frequent. But given data

conditions, we cannot confirm the non-employment duration changes. To simplify, let us

assume that every young man experience spells of education, non-employment, and

employment only once. Then the proportion of employment spell within a year is equal

to the employment rate. According to Table 2, a typical young men between age 25 and

29 spent 12.1 percent of the year as non-employed in 2000 and 18.8 percent in 2013. The

figures mean a 55 percent growth of non-employment duration from 2000 to 2013, and

30 percent growth from 2005 and 2013. This calculation is crude but gives a sense of

how much the youth labor market has deteriorated. I come back to this point in Section 4.

III. The Mismatch Hypothesis

In the human capital literature, the term ‘mismatch’ is used to describe the quality of

match between a worker and a job. A mismatch usually means a skill surplus match,

where skills are not fully utilized and the workers are not properly compensated for their

skills.8 But the Korean literature uses the term more often to describe a discrepancy

between aggregate supply and demand.9 If college labor supply is greater than college

labor demand, it is said that there exists an excess supply of college labor and hence a

8
Find the article.***

9
See KEIS (2012) or Oh (2012), as examples of how the term ‘mismatch’ used.
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‘mismatch’ exists.10 Therefore while under the former definition a mismatch can only

be determined after a match has been observed, under the latter definition, a mismatch

can exist a priori. The latter mismatch is not match-specific. Even under a mismatch

situation, a graduate can end up with a proper match, or a skill surplus match, or no

match at all. This notion of mismatch similar to the ones used in manpower planning

literature. In manpower planning, a mismatch means over- or under-supply of specific

trades. For example, if the number of hairdresser training exceeds the number demanded,

hairdressers are mismatched and so one. The problem with this conceptualization is that

skills acquired from college education are much more general in nature than trades. The

notion ignores adaptability of skills and wide heterogeneity among college graduates.11

The existing Korean researches on the causes for youth unemployment can be grouped

into four categories. The first group points to the macro-economic condition. Lee (2004)

and Chung (2004)12 argued that the primary cause lies in the weak job creation due to

sluggish economic growth. Economic growth rates nearly halved after the economic

crisis of 1997. The average growth rate in real terms between 1993 and 1997 stood at

7.2%, but it fell to 4.8% between 2000 and 2004. The growth slowdown had a

disproportionate effect on the youth as firms froze new hiring to adjust their workforce.

Further, quality jobs disappeared even faster. According to the Employment Insurance

System (EIS) database, between 1997 and 2002 jobs at the 30 largest business groups,

public enterprises, and financial institutions combined decreased by 20 percent, and their

new hiring reduced by 25 percent.13 However, while economic growth continued at the

lower level, the youth employment rate dropped further throughout the 2000s. The low

economic growth explains why youth employment rate fell from its pre-crisis level, but it

does not explain its continued decline. According to Chang et al. (2011) at BOK, the

proportion of quality jobs in total employment dropped from 25.9 percent in 1995 to 20.9

percent in 2000, but this ratio slowly rebounded and reached 24.4 percent in 2010 (Figure

10
Typically, ‘mismatch’ is used to describe the current situation where many college graduates are without jobs and

small and medium sized firms claim ‘labor shortages’ by which they mean cheap labor is hard to get by.
11

See Hanuchek (2015) for improperness of years of educations as a measure for skills.
12

13
Both Chung (2004, p.11) and Yoon (2004, p.35) cite this statistic.
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24, p.13).14 The loss of quality jobs between 1997 and 2002 was exceptionally large, but

the loss was recovered later though the pace was slow and gradual. In contrast, youth

employment rate continued to fall.

The second group points to the changes in firms’ recruiting practice particularly

unfavorable to the youth. Having experienced difficulties in labor adjustments, firms

preferred workers with experience to untested fresh graduates. The Employment

Insurance System database shows that in 1997, workers with experience accounted for 41

percent of total hiring but this share rose to 82 percent in 2002 in the 30 largest business

groups, public enterprises, and financial institutions taken together (Yoon 2004; Chung

2004). Companies definitely became less aggressive after experiencing the crisis and

hired workers to fill vacancies than for expansion and new investments. Yoon (2004)

pointed out that two factors aggravated the youth job problem: the first is increase of

temporary positions, and the second is the change in firms’ hiring practice that preferred

skilled and experienced workers to new market entrants. Both can be results of labor

demand shifts towards the skilled away from the young. Kim, D. (2004) looked at the

proportion of lifetime first jobs among the newly hired workers between age 25 and 29.

He claimed that this proportion from 50 percent at the beginning of 1998 to near 10

percent by the end of 2002 (pp.439-441).15 He found that in industries where wages

grew fast, the proportion of workers with experience in new hiring is high (p.445).16

From the results he inferred that skill demand shift was unfavorable towards the youth.

The second group considers that the skill demand shift had a larger effect than economic

growth slowdown. Both the first and second group view weak labor demand for the

youth as the main cause.

The third and fourth groups look at the supply side and argue that excess supply of

college graduates is the main cause. The mismatch view usually refers to these studies.

14
They define quality jobs as follows: i) all occupations at establishments with 300+ workers; ii) managers,

professionals, and clerks at establishments with 30 to 299 workers plus agricultural occupations at 100-299 worker
establishments; iii) managers and professionals at 10-29 worker establishments, iv) managers and at 1-9 worker
establishments. The criteria used was average wage level by occupations and by establishment sizes (p.30)

15
The change is drastic is because he compared monthly high with monthly low in the period between Jan 1998 to Dec

2002. The long-term trend is much more modest than this but it does decline.
16

The result can be interpreted as the effect of skill demand shift on youth jobs, since high wage growth is likely to be
a result of changing worker composition towards highly skilled.
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The third group observes that mismatches are prevalent among college graduates.

Several studies suggest convincing evidences of over-education matches (Won et al.,

2005; Kim, J. 2005; Oh 2005; Lee et al, 2005; Park and Ban, 2007). For example, Oh

(2005) adopts a job analysis method. For each job, he takes its required education level

in the GED (General Educational Development) scale from the 2003 Korea Dictionary of

Occupations published by the KIES.17 If a worker’s actual education in the 2005 GOMS

data is beyond the required level, the worker is construed as over-educated. According to

his estimation, incidence of over-education is 18.8 percent for college graduates and 10.1

percent for junior college graduates. When he takes self-assessment method and

determines over-education according to worker assessment, incidences are 20.7 and 18.8

percent, respectively. Kim J. (2005) estimated incidence of over-education as 22.8

percent using a self-assessment method from the 3rd wave (2003) of Youth Panel data of

the KIES. Park and Ban (2007) used the same method and estimated over-education as

24.0 percent among 4-year college graduates from GOMS data of 2002 to 2005. Kim, Y.

(2008) shows that the proportion of college graduates at each industry-occupation cell has

steadily increased from 1994 to 2007 on average (Figure 2-4, p.17). This mismatch view

has now become popular. The KIES officially takes the view and published their annual

labor market projection report under the title, ‘Manpower Mismatch Analysis and

Projections: 2011-2020’ in 2012.

The relationship between over-education and unemployment or employment rate is

investigated by the fourth group. An implicit assumption held by the mismatch view is

that the job search spell is longer for those who ended up with an over-education match

than for those who were properly matched. But the evidence does not fully support this

hypothesis. Oh (2005) finds that those at over-education jobs have had more job

interviews but found jobs more quickly. Among college graduates, the over-educated had

3.3 interviews on average, whereas the properly educated had 3.0 and the under-educated

17
KIES stands for the Korea Employment Information Service ( ), a government agency under the

Ministry of Employment and Labor in charge of production and delivery of job information with an aim to promote
employment and career development. The GOMS (Graduates Occupational Mobility Survey, )
is a survey conducted by the KIES to gather information about school to labor market transition. The survey collects job
and worker information for a sample composed of about 20,000 new graduates from colleges and junior colleges, and
conducts a follow-up survey after two years. The survey supplements the ‘Graduate Job Status Survey’ by the ministry of
education, which is surveyed two months after graduation, thus lacks the full labor market transition information.
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had 2.7 interviews. It took 4.0 months on average for an over-educated to find a job,

whereas a properly educated needed 4.4 months and an under-educated needed 5.3

months (Table 3, p.16). But the differences are not statistically significant. The standard

deviation is approximately 5 interviews and 7 months of job searches. Incidence of over-

education is not related to the number of interviews or the length of the first job search

spell in a statistically significant way.

Results from hazard model estimation are similar. Park, S-J (2008) estimates the

relationship between the length of the first job search spell after final stage education and

personal characteristics using the KIES GOMS data sets. He finds that i) the first job

search spell of college graduates are longer than those of junior college graduates, and ii)

the higher the wage of the first job, the longer is the job search spell. The two findings

are consistent with each other since wages are higher for college graduates. He argues

that the high wage group has a high reservation wage, and hence the high target wage

caused mass unemployment among the youth (ibid, p.34, p .40). But that a high wage job

is associated with a longer job search spell is a direct implication of a job search model.

A high wage job is least likely be an over-education match, and his results do not support

the hypothesis that mismatches involves longer job search spells. Lancaster and Chesher

(1983) showed that setting a reservation wage is an optimal policy for a job seeker faced

with a distribution of wage offers, and its level is determined by expectation on the

distribution. According to them, a high reservation wage and a long search spell is a

consequence of optimal job search strategy and has nothing to do with personal

preferences. Thus the evidences do not support his claim that wrong information and

attitudes lie behind the high unemployment. Woo (2011) applied a proportional hazard

model to the college graduate sample of the 2006 GOMS data. He takes Flinn and

Heckman (1982) estimation method and the reservation wage is set as the minimum of

wage offers. From the estimation, he finds no evidence that high reservation wage is the

cause for employment rate drop. In his model, a hazard rate is virtually determined by job

offer arrival rates and an employment rate drop can only be caused by the less frequent

offer rates (Table 6-2 and 6-3, pp.124, 126).
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Several other studies have tried to see if the high reservation wage is the underlying

cause for high unemployment. But a convincing evidence has not yet been put forth

partly because of the deficiency in survey data. Oh et al. (2012) conducted a survey on

1,236 juniors and seniors in four-year colleges and asked average wage levels the

students thought they would receive after college and the minimum of offered wages they

would accept. College students had fairly accurate ideas on actual wages but the

minimum or ‘reservation’ wages were way above the average wages.18 From the survey

result, they inferred that college students set their ‘reservation’ wages too high and

college education has in effect pushed up unemployment by fueling their aspirations too

far.19 But the conclusion is subject to two criticism: One is that what they surveyed are

not genuine reservation wages but their wished levels and hence not relevant.20 In reality,

a job seeker adjusts his reservation wage as he learns about his chances. The students

have not yet even started a job search when they were surveyed. They have matched the

survey results with the GOMS data and analyzed how the surveyed reservation wages

were related to actual wages they received. They found a positive relationship between

the two (Table 4-11, p.162). But they do not report whether the high reservation wages

the job seekers had when they were students had actually caused longer unemployment

spells. There are other earlier studies that analyzed reservation wages (Rhyu and Ryoo

2002; Lee et al. 2002). But the studies used single cross sections of reservation wages

and investigated the relationship between the reservation wage levels and personal

characteristics with little implication for employment. Nam (2006) analyzes inflow and

outflow of unemployment among the youth. He finds that the youth have as high job

entry rates as other age groups but they experience higher unemployment rates as they are

more frequently separated from jobs (Figure 2 and 3, p.26). He finds the weak labor

18
The average wage level was 2,565 thousand won per month, and the ‘reservation’ wage was 2669 thousand won for

men. (Oh et al. 2012, Table 2-17, p.64.)
19

In GOMS data for the class of 2007 graduates, worker mobility from small to medium firms to large companies was
very limited. Just 6.6% of those who were employed at small to medium firms right after graduation land in large
companies after 20 months, while 6.2% of those who did not find a job immediately after graduation got hired at large
companies.

20
In a Ministry of Labor (2009)’s report, the wage is called the students’ ‘hoped’ wage level. (pp.32-44)
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demand and the youth’s precarious labor market status as the major cause for high youth

unemployment.

IV. Wage Effects of Mismatches

Consequences of skill mismatches are more often discussed in terms of their effects on

wages and not on employment. Skill surplus means that the skills are not fully utilized,

and the concern is on wasted skills. To see whether skills are properly utilized and

compensated, wage effects are measured. Over-education is frequently used

interchangeably with skill surplus. But technically over-education means that acquired

years of schooling is beyond the required level for the job. As skill requirements are set

by occupations, skill mismatch is operationally occupational mismatch. How well skill

levels can be measure by years of schooling is in fact dubious. 21 (Halaby, 1994;

Hanushek 2015) But since Becker’s Human Capital Theory, years of schooling is taken

as a standard measure for skill levels.

Incidence of skill surplus is measured in three alternative ways: from job analysis (JA),

from worker self-assessment (WA), or from realized matches (RA).22 In job analysis a

required level for a job is determined by a professional job analyst. If a worker’s

acquired years of schooling is beyond this level, the match is considered as a skill surplus

match. Hartog (2000, Table 1, p.134) applied this method and reported that over-

education in the Netherlands grew from 14% in 1971 to 24% in 1995. Duncan and

Hoffman (1981) applied this method to the 1976 PSID data and estimated incidence of

over-education as 42%. The reason for such a high incidence rate for the U.S. is that the

U.S. labor market had a much higher share of jobs that require virtually no schooling (0-5

years of schooling) than the Netherlands. The share was 21.9% in 1976 compared with

just 3.8% in the Netherlands in 1982. (Hartog and Oosterbeek, 1988, p.192) The share

of over-education is high in the U.S. at the laborer jobs and the difference in distribution

of jobs explains the difference in over-education incidence. In the Korean literature, Oh

21
Halaby notes that the connections between nominal overeducation and the concept of ‘skill mismatch’ are so weak

and inconsistent as to cast doubt on the validity of this popular conceptualization. (Halaby, 1994, p.48)
22

See Hartog (2000) p.132 for detailed explanations on the methods.
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(2005) estimated the share as 18.8% among college graduates and Park and Ban (2007)

claimed 24.0% of them are over-educated at their jobs in the early 2000s as surveyed in

Section 2. When worker self-assessment is used Oh (2005) reports that 21% of college

graduates and 19% of junior college graduates said that they are over-skilled at their jobs.

However, it is very hard to determine whether Korea is more or less over-educated

from the numbers since measurement errors are large (Leuven and Oosterbeek 2011).

Since job analyst’s assessment on required level of skills is based on the distribution of

workers at the occupation on the assessment point, the shorter the time lag between job

assessment and measurement of over-education, the less the estimated size of over-

education tends to be. The reason that the size of over-education is estimated smaller in

Korea than in the U.S. or Europe is because in both Oh (2005) and Park and Ban (2007)

the time lag is very short. In both studies, the job assessment has been made just two

years earlier than estimation of over-education incidence. According to Leuven and

Oosterbeek’s survey, the mean of published over-education incidence ratio estimates is

30% and that of under-education is 26% (Table 1, p.16). And the estimates do not show

any trend across decades.

In the realized matches (RA) method, required education is derived from workers.

Hence if the share of college graduates increase incidence of over-education at jobs

naturally increase.23 Hecker (1992) categorized ‘high school type jobs’ as those one-digit

occupations for which employers did not traditionally required a college degree, and

demonstrated that the proportion of college and post-college graduates in ‘high school

type jobs’ in the U.S. rose from 10.0% in 1970 to 17.9% in 1990.24 Verdugo and Verdugo

(1998) used the same method and estimated the share of over-education among white

males as 11%. A similar estimation result is obtained if the method is applied to the

Korean data sets. I choose the Wage Survey of Ministry of Employment and Labor data

for years 2002 and 2008 for which occupational classifications are consistent. For each

two- or one-digit occupation, the mean and variance of actual years of schooling of

23
See the graph in in Kim (2008), Figure 2-4, p.17.

24
Specifically, occupations within retail sales; administrative support; service; precision production, craft, and repair;

operator, fabricator, and laborer; and farm jobs, except those noted above. (Hecker, 1992, p.4)
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workers calculated from the 2002 data set.25 From the 2008 data set, workers with years

of schooling above (or below) 0.25 standard deviation away from the mean are classified

as over-educated (or under-educated). The overall incidence of over-education obtained

in this way is 21.6%, and under-education, 10.1%. The choice of one-quarter of standard

deviation as the borderline between over- and proper education is purely arbitrary.

Verdugo and Verdugo (1989) used one standard deviation, and if this number is applied I

obtain an estimate of approximately 8% for incidence of over-education.

As such, the size of the incidence of over-education is not so meaningful in a practical

sense. It depends upon how job requirements are assessed, how workers evaluate their

own jobs, and it involve a lot of measurement errors. Hence, evaluation of wage impacts

of over-education is more useful practically.

The wage impact of over-education can be embed in a set of existing wage

determination theory. In the competition theory of Thurow (1975), the marginal

productivity is taken as a fixed characteristic of a job, independent of a worker. Earnings

are related to jobs rather than to the worker in this theory, and education just raises a

worker’s chance to get a high wage job. This yields a log wage as a function of the

required years of schooling for the job, . That is, wages are:

(1)

On the other hand, the human capital theory of Becker (1964) is fundamentally a

supply side theory and claims that a workers’ human capital determines his marginal

productivity. Human capital is a function of a worker’s attained years of schooling, .

(2)

The job allocation theory of Tinbergen (1956) viewed wages as instrumental in

allocating the society’s skill endowments to skill demands. Log wages are not only a

function of jobs characteristics ( ) but also a function of a worker’s skills (

(3)

where , if , and , otherwise

, if , and , otherwise

25
The Wage Survey data sets contain up to three digit classification codes for clerks, craft, assemblers and operators,

and laborers, and two digit codes for other occupations.

306



The equation (3) embeds equation (1) and (2) as special cases. In equation (3),

if the match is proper. By comparing the return to , which is the return to education in a

proper match and , which is the amount of over-education, we can estimate the wage

impact of over-education. Table 1 is the estimation result by Duncan and Hoffman (1976)

along with the results for the Netherlands given in Hartog and Osterbeek (1988). The

sample is the 1976 PSID while male age 18-64 for Duncan and Hoffman (1976) and

Hartog and Osterbeek (1988) used a corresponding sample for the Netherlands according

to their exposition.26 Variables used along with years of education are experience and its

square, city size, and a dummy for residence in South. In both studies, over-education is

determined by job assessment method. For Korea, I used a realized match method using

the 2002 and 2008 wage data. The sample is men with age 18 to 64 and regression is run

with age and age squared variables.

TABLE 1. COMPARISON OF INCIDENCE ANDWAGE EFFECTS OF OVER-EDUCATION: US, NETHERLANDS ANDKOREA

US
(1976)

Netherlands
(1982)

Korea
(2008)

US
(1976)

Netherlands
(1982)

Korea
(2008)

46.1 62.2 69.6 .063 .071 .136

42.0 16.0 21.7 .029 .057 .049

11.9 21.8 10.1 -.042 -.025 -.053

Notes: US and Netherlands are from Hartog and Oosterbeek (1988), Table 5, p.192.

Korea is among young men with age between 30 and 34 and figures are from Choi (2014).

The estimation results are very comparable. Korea in 2008 shows much steeper returns

to years of schooling, but in all cases an over-educated worker gains significantly from

additional years of schooling. A college graduate at a high school job typically earns 20

percent (=0.49 x 4 years) higher than a high school graduate at the job. If he were at a

college job, he would have received 35 percent (= (0.139-0.049) x 4 years) higher.

College education yields a large return, even if the worker cannot find a college job.

26
Specifically the NPAO-Mobility Survey. For data description, see footnote 8, page 193 in Hartog and Oosterbeek

(1988).
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If a worker is matched with an over-educated job, his wage is less than from a properly

matched job, but his actually loss is likely to be smaller than the estimates because he

may be less qualified. Pryor and Schaffer (1997) show that when supplementary

measures other than years of schooling are used and worker skills are properly accounted

for, the actual size of mismatch is smaller than what appears in the data. They claim that

it is primarily those university students lacking university-level literacy skills who are

taking the high school jobs (p.3). As the workers have chosen their jobs knowing their

own skill qualities, actual mismatches form them may not be very large. Oh (2005)

reports a similar finding. He matched each observation in the GOMS data with the

average College Scholastic Ability Test (CSAT) score, which is Korea's SAT, of the class.

He found that low test scores are associated with high probability of over-education

incidence in both college and junior college samples. (Table 5 and 6, pp.21-22). As test

scores are positively correlated with wages, inclusion of the CSAT scores reduces the

estimated size of wage loss in an over-education match.
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V. Mismatch and the Length of the First Job Search Spell

In this section, I use the Youth Supplementary Survey data compiled by the Statistics

Korea since 2002 to see if evidences support the view that mismatches have contributed

to the fall of young men's employment rate. The hypothesis subject to test is that i)

mismatches are associated with longer search periods prior to the matches, and ii) as

mismatches become more frequent, the youth employment rate fell.

The Statistics Korea began compiling the Youth Supplementary Survey as a part of its

monthly EAPS (Economically Active Population Survey) since 2002 as youth

unemployment became serious after the crisis of 1997. In May interview for the EAPS

each year, the Statistics Korea asks an extended list of questions to a young respondent

with age under 30. The supplementary survey asks a young respondent whether he or she

has finished or permanently quitted the final stage of education. If the answer is a ‘yes,’

the survey asks the date and whether the respondent has ever worked since, and the

starting date of the first job. Hence the survey records the beginning and ending date of

the first job search spells, and I analyze these spell.

An employment rate is an indicator of the static distribution of activity status in a labor

market and not directly related to the distribution of job search spells. But without

assuming a positive relationship between the lengths of the first job search spells and the

aggregate employment rate, no testable relationship between mismatches and

employment rates can be obtained from the data set. The advantage of using the Youth

Supplementary Survey is that a full series of youth labor markets between 2002 and 2014

can be analyzed if these data sets are used. Oh (2005) found no statistically significant

relationship between mismatches and the first job search spells in a single cross section of

the 2005 GOMS data. But the study cannot address the time-series trend of employment

rate drop because a single cross-section is analyzed. Whether mismatches are related to

lower employment rates can only be addressed when a multiple of cross sections are

analyzed.

Table 3 is the distribution of men in age 25-29 by their job experience. Column (1) is

the share of those who are still in education. They may be going to school or temporarily

out of school, but all of them answered they have not completed their education yet. The
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share rose steadily until 2010 and then largely flattened out.27 The shares of ‘never had

a job’ in column (2) consistently increased. They are the proportions of those who

finished education but never had a job experience after graduation until the survey date.

Column (3) is the share of those who finished education and have a job experience.

Column (1) to (3) are exclusive grouping by the person’s job market experience. The

share of those who experience jobs after completion of education in this age group fell

because the share of in education (column 1) and the share of no job experience after

education (column 3) grew. The share of job experience group is not equal to the

employment because some of those in school are employed and not all of the job

experience group are currently employed. To see an exact relationship with the trend of

employment rate fall in column (5), we need to know how much of those ‘in school’ and

‘job experience’ are currently employed, and Table A1 in Appendix shows this.

Approximately, half of those ‘in school’ are currently employed and 90 percent of the

‘job experience’ group are employed. The ratios have been stable throughout the period.

< Table 3 here>

Between 2003 and 2014, the employment rate of this age group fell by 7.8% points

from 77.1 to 69.3 percent. In the meantime the share of ‘in school’ grew by 8.6 %

points.28 But the effect of this growth in lowering the employment rate is just 3.1%

points because the employment rate is 50% within the ‘in school’ group and 80% among

those not ‘in school.’ In other words, if the employment rates within the ‘in school’ and

out the group remained unchanged from the 2003 level, the growth of the size of the ‘in

school’ group lowered the employment rate by 3.1% points. The remaining 4.7% point

drop is made by the increase of the ‘never had a job’ group. Its share rose by 4.6% points

and lowered the employment rate as much. The employment rate of the ‘job experience’

group dropped by 1.3% points from 88.2% to 86.9%. And the group lowered the

27
The high ratio in 2010 seems to be an outlier. In education statistics, high school graduates' advancement rate to

tertiary education peaked in 2008 at 84 percent and declined since.
28

I take the period from 2003 to 2014 for analysis because there has been a major revision of questionnaires in 2003.
For example, the starting date of the first job is not included. The survey month was June in 2002 and May from 2003.
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employment rate by just 0.2% points. Thus the largest contribution to the employment

d a job’ group, followed by the growth of ‘in

school’ group.

The ‘never had a job’ group are consisted of graduates who have not found jobs until

the survey date. Hence, their job search spells are incomplete and generally longer than

those of job experience group. The median is 15 months, which means that a median

person out of school in February did not find a job until May in the next year, while the

median among complete spells are 3 months. The interval distribution change little

throughout the period from 2003 to 2014.

The structure of search spells has changed little in the period. As the median of

completed search spells of those who have job experience is 3 months and the share of

‘never had a job’ grew, the average search spells of those who finished education have

increased.

Both quintiles and cumulative distributions are used to describe spell distribution, but I

use cumulative distribution in Table 4 to characterize distribution of completed spells

because there are many non-positive spells in the ‘job experience’ group. If the first job

began in the same month as the gradation, the spell length is zero month and if it began

before, the length is negative. Column one shows this share slightly declined. At other

interval points such as six or twelve months from graduation, the proportions varied very

across years.

A. Job Search Spells by Education

This subsection reviews the distribution of job search spells, before investigating the

relationship between mismatches and job search durations in the following subsection.

The spells of the ‘job experience’ group are consisted of predominantly short spells.

Those spells that end in self-employment jobs are excluded in this review, because the

spells are very short and the shares decreased. They are less than 5 percent of total spells.

Among the completed spell, 25 to 30 percent have zero or negative durations, which
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means that the workers are hired before or in the same month as graduation.29 The regular

recruiting in Korea is from October to December for the next year’s graduates and it is

common for companies to hire their new recruits before graduation ceremonies and begin

training. This share has modestly decreased from over 30% in 2004, 2005, and 2007 to

under 25% recently in 2014, 2010, and 2011. Corresponding to this decrease, the

proportion of very short spells increased and shares at other interval points largely

remained unchanged (Table A2 in Appendix). The positions of the median and the third

quintile remained at near 3 and 15 months throughout the period (Table 4). Even within

educational groups, just the median of high school graduates’ spells jumped in 2009, and

no major shift is observed in other groups in Table 4.30 The ‘never had a job’ between

25 and 29 is a very small group among high school educated men and the shift can be

viewed as coming from a small sample problem. Within the ‘job experience’ group, the

distribution of the first job search spells largely did not change and contributed little to

the employment rate drop.

<Table 4 here>

A major contribution to the employment rate drop is made by the growth of the share

of ‘never had a job’ group. The share of ‘never had a job’ jumped from 4.0% in 2003 to

8.6% in 2014 (Column (4), Table 3). Table 5 shows the share of this status group by

education along with the composition of graduates by education. The ‘never had a job’

group was just 11.1% of college graduates in 2003 but the share grew to 17.8% by 2014.

Among high school graduates, the share jumped from 1.2% to 7.1%. Among those from

junior colleges, the majority of which are vocational colleges, the share changed little.

< Table 5 here >

29
In fact, there is some impreciseness in measuring the interval due to ambiguity in the survey question. If the person

is employed at the date of graduation, the reported starting date is the first month of the job regardless of whether the job is
a full-time job or part-time. When the person experienced multiple jobs after finishing education, the starting date of the
first job is recorded, but it is not clear if the job is the first one after completion of education.

30
The 3rd quintile of high school graduates’ spells are exceptionally long and greater than 27 months. This is because

the graduates carries out their military service duties for almost two years after graduation before working at companies.
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It is sometimes argued that with the expansion of college education, low quality high

school graduates have advanced to college education and relabeling of them as college

graduates have lowered employment rates among college graduates. High school

teachers say that those who advance to colleges are not necessarily the best students and

that often better ones choose to advance to junior colleges than colleges. The Panel B of

Table 5 shows composition of graduates by education. College graduates’ share

increased from 31% to 49%, while high school graduates share fell from 43% to 21%. It

is true that the employment rate of college graduates fell while their share among all

graduates increased during the 2000s. However, the employment rate did not rise among

high school graduates as their share fell. On the contrary, the share of the ‘never had a

job’ jumped recently. And among college graduates the rise of the share of the ‘never

had a job’ group did not rise steadily as their share among graduates increase and the

shares fluctuated. It peaked in 2009 and 2014, responding to demand conditions. Further

the hazard rate estimates by education in the next section show that college graduates

performed better in finding jobs than high school graduates. And their advantage did not

weakened over time.

< Table 6 here. >

The time series trend of the 1st quintiles, medians, and the 3rd quintiles of the

incomplete spells are shown in Table 6. Among all graduates, except for the year 2003,

the observed spell distribution did not shift a lot.31 Recession years are 2003, 2009,

2013, and 2014. And the bad market conditions affected long-term unemployed at the

tail disproportionately. If we compare with the completed spell distribution in Table 4,

completed spell distribution is not affected by recession. The effects of recessions are

conspicuous among long spells in Table 6. Those disadvantaged in the labor market, who

experience long spells, are particularly susceptible to market condition deterioration at

bad times. Thus, a trend of growing non-employment durations as the youth employment

31
The search spells of high school graduates who have no job experience until age 25-29 are consisted of very long

spells. In 2003, 11% in the ‘never had a job’ group are high school graduates where as their shares are 8% in 2004 and 6%
in 2005. The high proportion of high school graduates made the Q3 in 2003 particularly high.
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rates fall is not observed the distribution of completed spells and the distribution of

incomplete spells need to be taken into account in a hazard analysis for youth

employment rate drop.

B. Incidence of Mismatches and Completed Search Spells

The Youth Supplementary Survey records workers’ self-assessment on the quality of

the match. Specifically the assessment is a response to the question, ‘How is your job

considering your major at your final education?’ The answer is recorded in four

categories: 1. Bad, 2.Poor, 3.Fair, and 4.Good. The result is shown in Table 8. Since the

question is asked to graduates who have a job experience, and its share in the age group

has decreased, I report the distribution of answers as a ratio to total graduates in the age

group in Table 8.32

Column (1) is the proportion of people who ‘never had a job’ and thus they have never

been matched with a job. Column (2) is the proportion of people who answered that their

matches with their jobs are bad. As the youth employment rates continued to fall, and

mismatches are conceived as the cause, it might be guessed that the ratio has risen

overtime. On the contrary, the share of bad matches have declined. Even when I add the

shares of ‘poor’ matches to them, the shares of ‘bad’ and ‘poor’ matches have fallen.

Supporters of the mismatch hypothesis may claim that the ‘never had a job’ group

represents even worse matches than ‘bad’ matches since they did not even take job offers.

But this claim is tautological. And the sum of the shares of the ‘never had a job’ and bad

matches did not rise in the period. The sum is nearly constant from 2004 to 2012 at

approximately 40% and rose a little in 2013 and 2014.

< Table 7 here >

< Table 8 here >

32
The share of school graduates in the age group also has decreased over time (See Table 3). But the pace of its

decline is modest compared with the decline in the share of the ‘job experience’ group.
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By education, high school graduates tend to report bad or poor matches, and college

graduates report fair and good matches. Junior college graduates are in between. Table 8

reports the distribution by intervals, for brevity. This pattern leads one to suspect that in

fact respondents have reported how much they are satisfied at their jobs rather than how

well fitted their skills are to the jobs.

To check for this possibility, in Table 9, I have regrouped the answers by occupations.

The majority of high school graduates are assigned to production jobs at crafts and

assembler/operator occupations. At these jobs, a job analyst would have judged the

matches as proper. But the majority of them answered that their matches are ‘bad.’ At

service and sales jobs and at elementary occupations, they were even unhappier. College

graduates report ‘good’ matches at professional and semi-professional jobs and expresses

dissatisfaction at service and sales jobs. The distribution makes us to cast doubt upon

accuracy of the self-assessment. However, it is not likely that improved measurement

may change the relationship. In the following, I show that self-assessed match qualities

are not statistically significant as determinants of the length of search durations. Even

when occupations are used instead, the relationship is not significant. As job analysis

method and realized matches method uses occupations in determining quality of matches,

insignificance of occupation variable means that the relationship with other definitions of

mismatches is insignificant as well.

< Table 9 here >

Before moving on to the next step, let us try to answer the question ‘Has a mismatch

caused youth employment rate drop?’ with the evidences collected so far. The main

contributor to the young men’s employment rate drop is the growth of the ‘never had a

job’ group. Since match qualities are determined after the matches, the explanatory

power of match qualities on employment rate drop has to be limited. Thus there is little

chance the Youth Supplementary Survey which contains information on worker

characteristics and match quality can enable us to identify causes of the employment rate

drop. However, since the growth of long spells is the main reason for the employment
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rate drop, a detailed analysis on long spells may lead us a better understanding of the

youth employment problem.

C. Completed Spell Durations and Mismatches

In this subsection, I investigate if mismatches are associated with long spells. As

match qualities are observed only for complete spell, I can only address their relationship

with completed spells. However the Youth Supplementary Survey data set is large

enough so that each year’s sample has about 1,500 completed spells, which enables a

meaningful statistical analysis.

Underlying the mismatch hypothesis is the presumption that a mismatched worker

must have searched for a longer period than a properly matched worker as he must have

been unsatisfied with initial job offers. If so, increased mismatches mean a longer

average search period and an employment rate drop. Table 10, Panel A is the mean

duration of complete search spells by education and match qualities. Both in the

combined samples of 2003 to 2005 and 2012 to 2014, high school graduates have the

longest duration of around 20 months and college graduates have the shortest duration of

around 7 months. By match qualities bad matches are associated with longer completed

spells in Columns (1) and (5). However, completed spells at bad matches are longer

because there are more of the less educated at bad matches and they are more likely to

report bad matches and not because poor matches involve longer search spells. By

education groups, poor matches are associated with a little bit longer spells but the

differences are very small and statistically insignificant. In Panel B are linear regression

results when spell durations are run against match quality dummies with the ‘bad’ match

as the reference point. Hence the coefficient estimates are sample mean differences as all

variables are categorical. By education, just a few entries are statistically significant, and

in 2012-14 combined sample, good matches have longer spells.

The mismatch hypothesis in fact claims that among the college graduates, mismatched

ones, who are in service/sales or in production jobs, spend longer time as non-employed

before they finally accept job offers. But in Panel B of Table 10, all estimates

coefficients are statistically insignificant. A similar regression can be done with
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occupation dummies in place of mismatch dummies. Again in all education sample,

occupation dummies have statistically significant coefficient estimates. Specifically,

professional /semi-professionals and clerks have statistically significant shorter durations

when a regression is run with the craft/assemblers occupation as the reference. But this is

because college graduates have shorter durations and are more likely in the occupations.

By education, occupation dummies have statistically insignificant coefficients estimates

except for a few. Since job analysis method and realized matches method use

occupations in determining mismatches the result implies that even under other

definitions, mismatches do not have statistically significant statistical relationship with

search durations.

< Table 10 here>
< Table 11 here >

D. Propensity of Long Spells and Mismatches

From the regressions of mean durations against match qualities, I could not identify a

statistically significant relationship in the previous subsection. The youth employment

rate drop has been disproportionately contributed by the growth of the ‘no job experience’

group, which are consisted of long spells. As only the completed spells contains match

quality information, in this subsection I investigate whether there is a relationship

between long completed spells and mismatches.

The propensities of long spells are summarized in Table 12. Long spells are defined as

the spells longer than 12, 24, and 36 months. In Panel D are the shares of the cells among

all complete spells. The share of ‘all education’ is 0.94 and 0.90 and not equal to 1.0

since ‘all education’ does not include less than high school education and higher than

college education group. Post-college education group has gained a significant share

recently so that in 2012-14 the all education share fell to 0.90. The entries in Panel A, B,

and C denote the probability that the duration is greater than the specified months. For

example, in Panel A, 30.2% of all spells are longer than 12 months, and among high

school graduates the probability is 38.2% et cetera. Similarly as in the mean regression,

the propensity of long spells is higher among the less educated but within the education
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group, the difference by match qualities are not very large. Table 13 shows the results of

logit analysis on the propensities with match quality dummies as explanatory variables.

Again as in the case of mean regression, estimated parameters are statistically

insignificant and have wrong signs in some cases.

Table 14 and 15 are the propensities of long spell and share of each cell in the sample

by occupation instead of match qualities. At all threshold months, when all education

group is put together those who finally landed on elementary occupations have the

highest probability to experience a long search spell. But this is because the lower

educated group have higher probability and within an education group, the differences

across occupations are small. If the mismatch hypothesis is right, as the college

graduates who accept elementary or production jobs are most mismatched they have the

highest risk of experiencing long search spells. But as Table 15 and the logit test results

in Table 16 shows, the risk for them is not any higher than in other occupations in a

statistically significant way.
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VI. Hazard Model Estimates

Empirical evidences do not support the relationship between match qualities and search

spell durations. However, a manpower planning version of the mismatch hypothesis

fingers at the mismatch between the supply and demand of higher education as the cause,

and not the match qualities. If the claim is right, the youth employment condition would

have deteriorated among the college graduates and led to the overall employment rate

drop. In order to see if the claim is supported by data, I estimate a hazard model for the

hazard to find a job after graduation. As the contribution of incomplete spells is more

important than the extension of completed spell duration in the youth employment rate

drop, hazard model estimation need to be based upon open intervals as well as close ones.

To implement hazard model estimation, I construct three samples: Pooled samples

consisted of observations in years from 2003 to 2005, from 2009 to 2011, and from 2012

to 2014. The reason that three samples are constructed instead of two is that the last

period can be viewed as a deviation from the trends as the proportion of ‘never had a job’

jumped in 2013. In the sample for hazard model estimation, post-college graduates and

high school dropouts are eliminated to keep homogeneity across years. The reported first

job dates earlier than 12 months prior to graduation dates are dropped as the respondents

may have misunderstood the first job date as the first work experience date. Each sample

is consisted of around 5,000 observations. The numbers of completed and incomplete

spells in the samples by education is as follows:

< Table 17 here >

A. Non-parametric Estimation

Kaplan-Meier nonparametric estimates show that later period survivor functions are

located above earlier ones, confirming the trend of extending first job search durations.

The differences are statistically significant in a log-rank test. By education groups,

survivor functions of higher education groups are above those for lower education groups.

The differences are statistically significant between the three education groups in all three

period except between junior college and college education groups in the period 2012-
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2014. The gap between the two education groups have been narrowing and by this period

the statistical significance disappeared. Between high school and junior college or

college groups, no such tendency is recognized. Within education groups and across time,

nonparametrically estimated hazard functions show a rising trend.

The survivor functions have moved upwards in all education groups across time, and

not just among college graduates. Thus, increasing share of college graduates is not the

major reason for a growing share of young man still in the searching stage. In fact,

survivor functions of higher education group stayed above those for the less education

throughout the period. As college graduates increase the boundary between them and

junior college graduates became blurred and by 2012-14 the difference disappeared.

However, when incomplete spells or open intervals are not taken into account, not all

of these trends are confirmed. The upward shifts of survivor functions between 2003-05

and 2009-11 and between 2009-11 and 2012-14 are not statistically significant among

completed spells in a log-rank test, although the shift between 2003-05 and 2012-14 is

statistically significantly different. By education groups, upward shifts are confirmed

between sub-intervals except for the rise between 2009-11 and 2012-14 among junior

college graduates, and the gaps between junior college and college graduates are

statistically significant in all periods. When open intervals are ignored in hazard model

estimation, much information is lost especially on the behaviors of recent graduates and

of college graduates, because the share of ‘never had a job’ group increased among them.

(See Table 3 and 5)

B. Parametric Hazard Model Estimates

Parametric forms of hazard models allow us to characterize the shifts across time and

gaps between education groups in a much simpler way. I use a Weibull distribution

proportional hazard model, which nests exponential distribution as a special case. The

parametric hazard model is as follows:

(4)
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The parameter is the shape parameter that determines the direction of duration

dependence. When is equal to one, the model is an exponential distribution model and

the hazard is constant. When the hazard rises with duration and when , it

becomes a falling hazard model which implies the negative duration dependence.

Typically unemployment spells have a negative duration. As for covariates only the

age variable is continuous, and others are all categorical, for which education and time

dummies are used. Hence, the baseline hazard shifter, is as follows:

(5)

Estimation is done by a maximum likelihood method using the STATA statistical

package. The results by period and by education groups are shown in Table x. In all

equations, the shape parameter is estimated around 0.75, which means that the hazard

function is Written in a log form, log hazard is

and the hazard function has a negative duration. That is, the

longer the search period, the lower is the job seeker’s probability to find a job and exit the

status. Compared to a person who have been in search for 6 months, the chances of exit

for a person after 12 months’ duration is 16% lower ( ).

In Table x, the estimates are presented in hazard ratios, which is equal to . Thus,

estimates less than one means that the hazard declines as the value of the covariate

increases. For example, in the period 2003 to 2005 the hazard ratio estimate for the

‘AGE’ variable is 0.98 which means that one year older person have a 2% lower chance

of exiting from the search status. To see this, if the hazard function is

where the relative hazard of a person with age at time

compared to a person of age A at t is given as . Thus,

with one unit increase of the covariate variable, the relative change of the hazard is equal

to the hazard ratio,

The estimation result in Table 18 shows that a high school graduate has a 30 to 40%

lower chance of exiting from the search stage compared to a junior college graduate.
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And a college graduate had a 10% higher chances of exit but this premium almost

disappeared later, although the difference is statistically significant in a parametric model.

By education groups, the hazard fell in all education groups. (Table 18, Panel B.)

Compared with the period 2003-05, the market deteriorated most for high school

graduates and their changes to find a job and exit from a search status fell by 10 to 14%.

The market for college graduates worsened almost as much. And junior college

graduates suffered least and their chances fell by 2.3 to 4.5% in 2009-11 and 2012-14

compared with the period 2003-05.33 But among them, college graduates still have an

advantage in finding jobs.

When incomplete spells are omitted, estimates are less consistent. In Panel A, college

dummy hazard ratio with junior college graduates as reference group, is estimated as 1.02

in 2009-11 but rises to 1.26 in 2012-14. And in Panel B, high school and college

graduates’ hazards drop approximately 10% and 5%, respectively, in the late 2000s

compared with the period 2003-05, but junior college graduates’ hazards rose by 2%.

Cox proportional hazard semiparametric estimation produces almost identical estimates

and the results are not presented here.

VII. Summary and Conclusion

The popular mismatch hypothesis, that is the claim that over-education has in effect

widened the gap between young workers’ job aspiration and reality and resulted in youth

employment rate drop is based upon casual observations of the youth labor market

situation where there exist too many idle college graduates while labor shortages are

found among small and medium sized firms and at medium to low waged jobs. However,

this view is not supported by empirical evidences.

A college graduate at a high school job receives 20 percent higher wage than a high

school graduate at a high school job, although if he could find a college job he would

have been able to get 35 percent higher wage. Thus, even though college education did

33
The differences between 2009-11 and 2012-14 are statistically significant in all education groups.
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not offer him a college job, college education has been remunerative for him and he has

reason to receive college education. As the share of college graduates among the youth

are high, it can be guessed that the incidence of mismatches is high in Korea. But high

incidences of mismatches are found in other countries as well. Further the timing does

not coincide. The share of college graduates stopped increasing in the mid-2000s, on the

other hand young men’s employment continued to fall throughout the 2000s and even

accelerated recently.

In the Youth Supplementary Survey datasets, a relationship between match qualities

and job search spells is not found, regardless of whether match qualities are determined

by self-assessment or by occupations. Reported mismatches are more frequent among

the less educated which is again not consistent with the mismatch hypothesis, according

to which mismatches should increase among college graduates. Even when a different

measure is used, that is the propensity for long search spells instead of lengths of search

spells, a relationship is still not confirmed. By education group, the highly educated do

have an advantage in finding jobs than the less educated. That is the exit probability

from the searching status is higher for the more educated. Compared to the early 2000s

the exit probability fell for all education groups, which reflects the deteriorating labor

market situation for them. The deterioration progressed quicker for college graduates and

their advantage over junior college graduates significantly depreciated although the gap is

still statistically significant.

The analytical results show that the popular ‘mismatch’ hypothesis is standing on very

weak evidences. In other words, the supply side explanation on the youth employment

rate drop is not really supported by empirical evidences. In retrospect, the mass

unemployment argument of Malinvaud or the structural unemployment diagnosis sought

the answers on the demand side for youth labor and not on the supply side. As in the case

of Euroscelosis, the empirical results indicate that the reason may lie on the demand for

young and newly educated labor. This issue will be address in a sequel to this paper.
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TABLES AND FIGURES

TABLE 1. EMPLOYMENTRATES OFYOUNGMEN: 1980~2012

Men 25 to 29 Men 30 to 34

1980 1990 2000 2012 1980 1990 2000 2012

France 90.2* 87.4 83.4 80.0 93.8* 91.5 88.4 85.3
Germany 84.7 79.7 81.1 80.9 94.2 88.2 89.3 88.8
Italy 87.2 79.4 69.4 64.7 95.7* 91.8 86.3 79.4
Japan 94.3 94.2 90.3 87.0 95.9 98.5 93.7 91.3
Korea 88.3 87.4 78.2 70.4 93.0 95.1 91.2 89.0

U.K. 83.4† 89.0 87.6 84.0 86.4† 89.8 89.7 88.0
U.S. 86.8 88.1 88.9 80.5 91.0 89.7 91.5 84.0

Note: * in 1983, † in 1984
Source: OECD data base (http://stats.oecd.org), extracted 22 Jan 2014.

TABLE 2. YOUNGMEN’S ECONOMICACTIVITY STATUS: 1995~2012

Men 25 to 29
1995 2000 2005 2010 2013

Employment
Unemployment

Education/Training
NEET

Men 30 to 34

Employment
Unemployment

Education/Training
NEET

Notes: Urban areas. Employment / Training corresponds to activity category 6. ‘in school’ in 1995~2002 data
sets; category 6. ‘in formal education’, 7. ‘in exam coaching institutes,’ 8. ‘in job training institutions’ between
2003~04; and category 7. ‘in formal education’, 8. ‘in exam coaching institutes,’ 9. ‘in job training institutions’
between 2005~13 data sets.

Source: Author’s calculation from the Statistics Korea, the Economically Active Population Survey (EAPS)
micro data sets.
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TABLE 3. DISTRIBUTION OF JOB EXPERIENCE AFTER FINAL STAGE EDUCATION AMONGMEN 25-29: 2002~2014

Men 25-29 In school Never had a
job (A)

Job
experience (B)

A/(A+B)
%

Employment
rate, (%

2002 20.0 4.2 75.9 5.2 77.9

2003 18.9 4.0 77.1 4.9 77.1

2004 19.1 4.3 76.6 5.3 76.2

2005 23.3 4.5 72.2 5.9 75.5

2006 25.5 5.4 69.1 7.3 73.3

2007 26.4 5.6 68.0 7.6 71.5

2008 25.5 5.9 68.6 7.9 70.8

2009 25.7 6.6 67.7 8.9 72.2

2010 29.4 5.3 65.3 7.6 72.1

2011 26.3 6.0 67.7 8.1 71.9

2012 25.4 5.9 68.8 7.9 71.1

2013 26.3 7.4 66.3 10.0 70.5
2014 27.6 8.6 63.8 11.9 69.3

Note: * in June in 2002 and in May in other years

Source: author’s calculation from the Statistics Korea, the EAPS Youth Supplementary Survey micro data sets.
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TABLE 4. DISTRIBUTION OFCOMPLETED SEARCH SPELLS BY EDUCATION

All grads High school
grads

Jr college
grads

college grads

y
ear

2
003

2
004

2
005

2
006

2
007

2
008

2
009

2
010

2
011

2
012

2
013

2
014

Note: In the ‘job experience’ group
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TABLE 5. SHARES OF ‘NEVERHAD A JOB’ ANDCOMPOSITION OFGRADUATES BY EDUCATION

A. shares of ‘never had a job’
by education

B. Distribution of education
among all graduates

TABLE 6. DISTRIBUTION OF INCOMPLETE SPELLS BY EDUCATION

All education High school grads Jr col grads college grads
year
2003 3 15 51 87 87 111 3 15 39 3 9 33
2004 3 3 27 87 99 123 15 27 51 3 3 15
2005 3 9 27 87 111 123 3 9 15 3 3 15
2006 3 15 27 87 111 123 3 15 39 3 3 27
2007 3 15 27 87 99 99 9 27 39 3 3 15
2008 3 15 27 99 111 111 3 27 51 3 15 27
2009 3 15 33 75 111 135 15 27 75 3 3 27
2010 3 15 27 75 87 99 9 27 63 3 15 27
2011 3 9 27 75 99 99 3 21 39 3 3 15
2012 3 15 27 63 94 94 15 27 51 3 3 15
2013 3 15 39 75 87 106 15 39 63 3 15 17
2014 3 15 39 99 99 117 3 15 51 3 15 27

Note: In the ‘never had a job’ group
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TABLE 7. DISTRIBUTION OF SELF-ASSESSEDMATCHQUALITY

never had
a job

Bad poor fair Good

2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014

Note: Among those with ‘job experience,’ self-employment first job are excluded.

TABLE 8. DISTRIBUTION OF SELF-ASSESSEDMATCHQUALITY BYEDUCATION

High school No job bad poor fair good
2003-07

2008-12

2013-14

Junior College No job bad poor fair good
2003-07

2008-12

2013-14

College No job bad poor fair good
2003-07

2008-12

2013-14
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TABLE 9. DISTRIBUTION OFMATCHQUALITY BYEDUCATION ANDOCCUPATIONS

2003-2005 2012-2014

professional/semi 54.2 18.9 23.1 3.8 9.4 37.5 15.2 29.7 17.6 3.7

clerks 39.8 21.7 29.8 8.7 8.1 48.9 24.2 17.5 9.5 8.9

service/ sales 64.0 20.9 10.5 4.7 20.0 56.0 21.0 18.7 4.2 27.4

crafts/operators 45.8 19.4 25.1 9.7 52.4 44.0 19.9 24.9 11.1 44.7

elementary 62.4 21.0 14.0 2.5 10.1 64.6 17.4 13.7 4.3 15.3

Junior College Grads

professional/semi 19.2 11.9 35.9 32.9 27.5 20.1 7.5 25.1 47.3 23.4

Clerks 30.4 21.8 34.4 13.5 22.9 30.5 20.8 31.8 17.0 15.8

service / sales 48.2 16.1 23.8 11.9 16.5 38.9 18.5 26.2 16.4 20.0

crafts/operators 35.1 16.8 31.9 16.1 28.2 37.1 16.4 23.9 22.6 32.9

elementary 70.5 20.2 9.2 0.0 4.9 78.6 11.3 8.1 2.0 7.9

College Grads

professional/semi 11.2 15.8 28.7 44.4 46.9 14.6 7.5 25.7 52.1 42.5

Clerks 22.2 18.2 40.8 18.8 35.4 19.3 17.7 35.1 27.9 34.6

service / sales 53.3 16.9 14.2 15.5 8.6 38.9 25.1 21.2 14.8 11.5

crafts/operators 37.5 17.4 32.4 12.7 7.5 40.0 16.4 30.8 12.8 8.8

elementary 93.6 4.3 2.2 0.0 1.7 63.1 12.3 6.7 17.9 2.6
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TABLE 10. REGRESSION OFMEANDURATIONS OFCOMPLETED SPELLS AGAINSTMATCHQUALITIES

A. Sample Means

2003-2005 2012-2014

All
Educ

By education All
Educ

By education

HS Jr Coll College HS Jr Coll College

HS 19.8 - - - 20.6 - - -

Jr Coll 9.6 - - - 10.0 - - -

College 6.6 - - - 7.3 - - -

Bad 15.4 12.7

Poor 13.9 12.6

Fair 11.5 10.6

Good 8.7 9.0

B. Linear regression estimates

Poor 3.9*** 0.6 2.6*** 0.7 2.1** 2.1 0.3 -0.3
Fair 2.4*** 1.4 -1.0 0.3 1.9* 5.9* -1.4 -0.4
Good -2.8*** -3.2 0.5 -0.6 -1.6* 11.8*** -2.8** -0.6

TABLE 11. REGRESSION OFMEANDURATIONS OFCOMPLETED SPELLS AGAINSTOCCUPATIONS

A. Means

2003-2005 2012-2014

All
Educ

By education All
Educ

By education

HS Jr Coll College HS Jr Coll College

professional/semi 9.9 26.9 9.3 5.7 8.3 18.2 8.6 7.8

clerks 10.0 21.7 8.4 7.4 8.4 19.2 9.4 6.7

service/ sales 13.8 17.0 11.1 8.3 14.5 24.0 10.6 8.2

crafts/operators 16.0 19.5 8.2 7.2 14.8 20.7 11.7 8.6

elementary 17.7 21.7 9.3 6.3 12.4 19.0 8.2 2.9

B. Linear regression estimates

professional/semi -6.1*** 7.5 1.0 -1.5 -6.6*** -2.5 -3.2** -0.9

Clerks -6.0*** 2.2 0.2 0.1 -6.5*** -1.4 -2.4 -1.9

service / sales -2.2*** -2.4 -2.9** 1.1 -0.3 3.3 -1.1 -0.4

elementary 1.7 2.2 2.2 -0.9 -2.4 -1.7 -3.6* -5.7**
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TABLE 12. PROPENSITY OF LONG SPELLS BYMATCHQUALITY AND EDUCATION

2003-2005 2012-2014
A. PROPENSITY OF SPELLS >= 12

poor fair Good all poor fair good all
All edu 34.2 31.6 28.2 22.6 30.2 31.7 27.9 26.3 23.6 27.8
HS 37.5 40.5 40.8 27.6 38.2 41.8 38.0 35.7 55.0 40.9
Jr C 33.8 24.8 25.4 29.5 28.9 28.7 30.0 28.1 23.9 27.5
College 22.4 22.5 19.9 19.4 20.8 21.4 19.7 22.4 20.9 21.2

B. PROPENSITY OF SPELLS >= 24
poor fair Good all poor fair good all

All edu 23.0 21.7 16.8 12.1 19.3 20.2 16.6 15.8 13.2 16.9
HS 28.8 32.3 29.8 21.7 29.2 32.5 31.1 28.8 41.0 32.4
Jr C 18.1 13.4 13.8 13.7 15.2 17.8 13.3 17.1 10.5 15.1

College 9.6 10.5 8.0 9.4 9.2 9.7 9.0 9.6 11.8 10.3
C. PROPENSITY OF SPELLS >= 36

Bad poor fair Good all poor fair good all
All edu 17.8 15.5 11.1 6.6 13.8 16.9 15.6 12.3 7.3 13.7
HS 24.4 26.7 24.5 20.7 24.7 26.3 28.5 27.1 32.2 27.3
Jr C 11.8 6.4 6.4 6.8 8.3 9.8 5.2 10.0 6.8 8.6
College 4.7 3.9 3.7 2.5 3.6 4.3 3.3 3.2 3.4 3.6

D. SHARES IN THE SAMPLE
poor fair good all poor fair good all

All edu 0.36 0.17 0.24 0.15 0.94 0.31 0.14 0.21 0.21 0.90
HS 0.20 0.08 0.08 0.03 0.39 0.11 0.04 0.04 0.02 0.21
Jr C 0.08 0.04 0.07 0.04 0.24 0.10 0.04 0.07 0.07 0.28
College 0.07 0.05 0.09 0.08 0.29 0.10 0.06 0.10 0.13 0.39

TABLE 13. LOGITMODEL ESTIMATES OF PROPENSITY OF LONG SPELLS

2003-05 t=12 t=24 t=36
T=12 HS Jr coll College HS Jr coll College HS Jr coll College
bad - .40** - - - - - - -
poor - - - - - - - - -
good -.58** - - -.42* - - .76** -1.2*** -
2012-14 t=12 t=24 t=36
T=12 HS Jr coll College HS Jr coll College HS Jr coll College
bad - - - - - - - .72** -
poor - - - - - - - - -
good .71** - - - -.50* - - - -
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TABLE 17. SAMPLE STATISTICS FORHAZARDMODEL ESTIMATION

2003-05 2009-11 2012-14
closed open All closed open All closed open All

HS 2,674 33 2,707 1,662 18 1,680 1,109 33 1,142
Jr Coll. 1,415 57 1,472 1,373 63 1,436 956 48 1,004
Coll 1,662 284 1,946 1,557 336 1,893 1306 297 1,603
Total 5,751 374 6,125 4,592 417 5,009 3,371 378 3,749

TABLE 18. PARAMETRICHAZARDMODEL COEFFICIENTESTIMATES

PANELA. BY PERIODS

2003-05 2009-11 2012-14
AGE 0.982 0.989 0.996
HS DUM 0.698 0.627 0.622
COL DUM 1.114 1.016 1.012
CONS 0.315 0.226 0.190
P 0.712 0.759 0.736
PANELB. BY EDUCATION

HS JR COL
age 1.021 0.976 0.953
Dyear09-11 0.898 0.977 0.884
Dyear12-14 0.863 0.955 0.863
cons 0.082 0.329 0.719
P 0.701 0.759 0.758

Note: all coefficients are statistically significant at 1% level.
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APPENDIX

TABLEA1. COMPOSITION OFEMPLOYMENT ANDNON-EMPLOYMENT BY JOBEXPERIENCE

Employed
(A)

non-
employment

non-
employment

Employed
(B)

non-
employment (=A+B)

9.1 9.8 4.0 68.0 9.1 77.1
9.2 9.9 4.3 67.0 9.6 76.2
12.5 10.8 4.5 63.0 9.1 75.5
13.1 12.4 5.4 60.2 8.9 73.3
12.9 13.5 5.6 58.5 9.5 71.5
12.3 13.2 5.9 58.5 10.1 70.8
13.4 12.3 6.6 58.8 8.9 72.2
14.6 14.7 5.3 57.4 7.9 72.1
12.7 13.6 6.0 59.2 8.6 71.9
11.9 13.5 5.9 59.2 9.5 71.1
12.1 14.2 7.4 58.3 8.0 70.5
13.9 13.7 8.6 55.4 8.4 69.3

TABLEA2. DISTRIBUTION OFDURATION OFCOMPLETED JOB SEARCH SPELLS
Duration <= 0 < 6 < 12 < 24 < 36 36+

2003 25.8 59.2 66.5 78.2 84.3 100.0
2004 30.3 61.6 70.1 81.7 86.8 100.0
2005 32.6 64.3 72.8 82.2 87.6 100.0
2006 28.3 58.7 68.4 78.9 84.2 100.0
2007 30.7 62.1 70.7 81.6 87.2 100.0

2008 25.3 59.6 69.2 80.0 86.5 100.0
2009 24.7 57.8 67.6 80.2 86.4 100.0
2010 24.5 58.6 70.3 82.1 88.4 100.0
2011 23.8 60.7 71.6 83.0 88.4 100.0
2012 27.4 64.2 74.1 84.9 90.3 100.0
2013 26.5 60.3 71.4 83.0 88.8 100.0

2014 23.7 60.7 71.0 81.5 87.6 100.0
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