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CHAPTER 1-1 

Current Issues of Productivity Growth in Korea: A Survey 
 

by 
Sangho Kim* 

 

 

 

 

Abstract 
 

This paper is to review overall productivity of the Korean economic sectors and 
manufacturing industries to take a lesson from the past growth experience. The paper 
surveys the effect of the Korean government industrial policy that intended to promote the 
heavy and chemical manufacturing sectors during the 1970s. Also, the paper investigates 
the impact of information technology that has led the economy after active investments by 
the government and large firms in 1990s. Finally, the paper reviews the productivities of 
undeveloped services and agricultural sectors that have long been left behind without 
government promotion. The paper also suggests research ideas and topics that may bring 
in valuable policy implications. 

 
Key words: Total factor productivity, Korean economy, Industrial policy, Information 

technology, Korean service sector, Korean agricultural sector  
 

JEL Classification Codes: O40, O38, L60, L80 
 

 
 

 

 

 

 

 
* This is a revision of a paper presented at the round table discussion on “Analysis of TFP Sources of Growth to 

Enhance competitiveness,” a research project commissioned by the Asian Productivity Organization for the 
National Productivity Corporation(NPC) Malaysia, Kuala Lumpur, Malaysia, 3 April 2007.  The author is grateful 
to discussion participants for their comments and discussions.  Correspondence: College of Business, Honam 
University, Gwangju, 506-714 S. Korea. Tel: +82-62-940-5394, Email: shkim@honam.ac.kr 
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I. Introduction  
 
 

Many economists attribute the rapid economic growth of Korea during the second half of 
the last century to an export-driven growth strategy which initially protected domestic firms 
from foreign competition.1 Implementing this strategy, the Korean government was able to 
hasten the catch-up process by directing limited resources into a small number of strategically 
selected industries and absorbing advanced technologies from developed countries. Export 
expansion contributed to the economic growth not only by facilitating factor mobilization and 
capital accumulation in a quantitative sense but also by promoting productivity growth 
through the emulation of advanced foreign technology and competition in foreign markets. 
Furthermore, domestic markets were initially protected by trade barriers so that domestic 
firms would have enough breathing room to grow up from infancy.  

The Korean economy tried to sustain the economic growth by utilizing industrial 
policies under varying challenges at times. In 1970s, the Korean government pursued an 
industrial policy to promote heavy and chemical manufacturing industries. The policy has 
been controversial due to huge allocation of factors involved and resulting inefficiency to 
the economy, but it shaped the current economic environment for good and bad as those 
promoted industries become the backbone of the economy and other left-out industries still 
remain undeveloped dragging the economy. In 1990s information technology (IT) 
industries started to lead the economy after active investments by the government and 
large firms. Despite the rapid development of IT industries, Korea has yet to develop the 
“knowledge-based” economies like other developed countries, which have competitive 
knowledge-intensive industries and information-based services sector. 

Recently, there has been a heated debate about the sustainability of the Korean 
economic growth based on a decomposition of the growth into factor-accumulation and 
productivity-growth components. The debate underscores the fact that a country should 
enhance productivity to sustain its economic growth after it reaches certain level at which 
factor accumulation slows down. This paper is to review the overall productivity of the 
Korean economic sectors and manufacturing industries to take a lesson from the past 
growth experience. The paper also tries to identify future research ideas applicable to find 
out the causes of productivity changes to derive policy implications for sustainable 
productivity growth.  

The rest of the paper is organized as follows. Section II summarizes the effects of 
industrial policy on productivity changes in the Korean manufacturing industries. Section 
III investigates the effect of information technology (IT) on productivity change. Section IV 
surveys the current situation of low productive services and agricultural sectors in Korea, 
and the final chapter provides conclusions. 

  
 
II. The Effect of Industrial Policy on Productivity Change in Korea 

 
 
Korean economy has experienced rapid increase in export growth since 1960s, as the 

Korean government actively pursued an export-driven growth strategy to accelerate 

                                            
1 Since 1960, Korean economy enjoyed rapid economic growth until the financial crisis hit the region late 1997. 

Korea grew annually by 8.51% during the period 1965-1990, and this fast growth was sustained throughout the 
early 1990s as Korea grew annually by 7.7% during the period 1990-1996. 
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development process. To promote exports, numerous instruments are used including 
export credit, duty-free imports for exporters, low-interest loans, export targets and tax 
incentives. The existing literature on trade and productivity identifies many beneficial 
effects of trade on productivity. First, firms tend to learn advanced technologies through 
exports and must adopt them to compete in the foreign marketplace (Krueger, 1980; 
Nishimizu, and Robinson, 1982). Firms also learn by doing, and emulate foreign rivals 
through the trial and error process inherent in the production and sale of export goods 
(Grossman and Helpman, 1991). Second, the expansion in production resulting from 
exports reduces unit production prices and thus increases productivity (Grossman and 
Helpman, 1991). Third, exports also provide a country with foreign exchange, which is 
often scarce in the early stages of economic development, enabling a country to import 
capital and intermediate goods. In sum, exports enhance productivity growth for many 
reasons (McKinnon, 1964).  

There have been notable changes in trade regime in Korea even though the Korean 
government has always been concerned with export growth. Korea switched its trade 
orientation in 1961 from import substitution in labor-intensive industries to 
export-promotion of light industries with more outward-orientation. In 1970s, the Korean 
government started to build capital-intensive heavy and chemical industries under 
increasing labor cost of the economy (a so-called “big push”). During the second import 
substitution period, Korea tried to establish certain target industries including machinery, 
steel, shipyards, petrochemicals and electronics. However, this policy was abandoned in 
1980 due to misallocation of resources, ushering in a period of trade liberalization. 
Generally, trade orientation of Korea for the whole period of 1960-1990 was neutral in the 
sense that (1) the Korean government tried not to discourage exports of light industry, (2) 
and it force new infant industries to become internationalized early on by setting binding 
export targets.2  

Many studies investigated the causal relationship between exports and growth for the 
Korean economy. Some of these have supported the export-led-growth hypothesis, and 
other studies have reported either an absence of causality from growth to exports or 
bidirectional causality. Thus, these studies have provided ambiguous conclusions 
regarding the direction of the causality between exports and growth for Korea in the 
context of causality tests despite widespread belief in the export-led-growth hypothesis.  

Export and growth debate still attracts considerable researches in Korea because of its 
implication on ongoing FTA (Free Trade Agreement) negotiations that require opening the 
domestic market. However, new studies use micro-level dataset to investigate the specific 
effects of free trade on various standpoints, and also emphasize the effects of imports on 
productivity and employment (e.g. Ahn, 2006; Kim et al., forthcoming). So far, studies 
based on the dataset show generally mixed results on the association between exports and 
TFP and it depends on specific industries (Kim, 2003).  

For the impact of changing industrial policy on industry level productivity, Kim (1998) 
investigated the effect of structural change induced by the big push during 1974-1979 on 
the productivity of the Korean manufacturing industry. Kim (1998) tried to find out the 
effects of the government industrial policy in 1970s by using a growth accounting approach 
modified to allow for multiple industry setting. 3  He showed that inefficient factor 
allocation resulting from the big push decreased TFP (total factor productivity) in the total 
manufacturing industry by 0.26% in 1970s (see Table 1). However, the continuing factor 
allocation from the light manufacturing industry to the heavy industry increased TFP by 
0.29% in 1980s. Similarly, the contribution of the light industry to the TFP growth of the 

                                            
2 Please refer to Piazolo (1995) and World Bank (2003) for details. 
3 The following analysis till Table 3 draws on Kim (1998).  
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manufacturing sector was greater with 2.61% than that of the heavy industry with 1.93 in 
1970s, but the trend was reversed in 1980s. Thus, the heavy manufacturing industry 
became main contributor of Korean productivity growth since 1980s even though the 
government policy initially burdened the economy in 1970s.  
 
Table 1. Decomposition of TFP into Technical Change and Factor Allocation of the Korean 

Manufacturing Sectors by Periods (1970-90) 
 

1970-1980 1980-1990 
Industry 

Technical 
Change 

Capital 
Movement 

Labor 
Movement 

Technical 
Change 

Capital 
Movement 

Labor 
Movement 

Light Industry 2.612 0.009 -0.029 1.081 0.177 0.094 

Heavy, Chemical 
Industry 1.938 -0.205 -0.042 2.875 0.004 0.021 

Total 
Manufacturing 4.551 -0.196 -0.071 3.957 0.181 0.116 

TFP 4.284 4.253 

Notes: All numbers are in annual growth rate in percent. Decomposition is based on the following equation 
derived to allow for factor movements among industries from a usual growth accounting:  
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, where first component 
is summated technical change, and second and third denote summated change in capital and labor inputs, 
respectively.  
Source: Kim (1998), p. 78.  
 

Decomposition of TFP into technical change and factor movement for two-digit 
manufacturing industry during 1970-90 is also reported in Table 2. Food industry 
contributed to manufacturing TFP growth by 0.7%, but capital and labor were taken out 
from this industry despite of their high marginal productivities at the time, causing 
misallocation of factor inputs and inefficiency. However, textile industry with the similar 
contribution to the TFP growth had the low marginal productivities with slow factor 
growth, enhancing the overall efficiency of the manufacturing sector. The results show the 
impact of industrial policy varies across the industry.  

For the allocation of factor inputs for the light and heavy industries, TFP of the total 
manufacturing industry grew at 4.3% during 1970-90, in which the heavy industry 
contributed more with 2.4% than the light industry with 1.8%. Factor allocation effects, 
however, were reversed for these two industries; the heavy industry slowed the TFP 
growth by -0.11% while the light industry fastened it by 0.12%. The results show overall 
misallocation of the factor inputs due to the big push, but the heavy industry started to lead 
the economic growth, making the basis of the current Korean economy that depends 
heavily on the heavy industry.  
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Table 2. Decomposition of TFP into Technical Change and Factor Allocation of the Korean 
Manufacturing Industries (1970-90) 

 
Industry Technical Change Capital Movement Labor Movement 

Food 0.745 -0.155 -0.039 
Textile  0.749 0.076 0.061 
Wood  0.115 0.172 -0.012 
Paper 0.145 0.000 0.000 

Chemical  0.650 -0.128 0.012 
Non-Metal Mineral 0.105 -0.062 -0.010 

Basic Metal  0.596 0.021 0.007 
Machinery, Equipment  1.056 0.068 -0.019 
Other Manufacturing 0.093 -0.001 0.023 

Light Industry 1.847 0.093 0.032 
Heavy, Chemical Industry 2.407 -0.100 -0.010 
Total Manufacturing 4.254 -0.007 0.022 

TFP 4.269 
Notes: Industry classification codes are 31-39 from top to bottom. Refer to the notes of Table 2 for other details. 
Source: Kim (1998), p. 76.  
 
 

Finally, decomposition of TFP into technical change and factor movement for the 
Korean economic sectors during 1970-90 showed that annual average TFP growth of the 
Korean economy during the period is 1.9% and about 36% of it (0.7%) is attributable to 
factor allocation among economic sectors. Rapid industrialization that mobilized labor from 
the agricultural sector into the manufacturing sector enhanced allocation efficiency; this 
effect contributed to TFP growth of the economy by at least 0.5% annually.  

Using micro-level firm data for the Korean manufacturing industry, Kim (2001) 
decomposed TFP growth and showed that allocative inefficiency from the government 
policy was generally greater in the heavy and chemical manufacturing industries (chemical, 
non-metal, and basic-metal) than in other light manufacturing industries (food, and 
textiles).4 The level of government intervention was especially high throughout the 1970s, 
and allocative inefficiencies in the heavy and chemical industries that were promoted by 
the government were estimated to be much larger during the early 1980s, but those mostly 
disappeared thereafter (see Table 3). The results imply that the government intervention led 
to severe market distortions in these industries. Kim (2001) also suggest that industrial 
policy of exploiting economies of scale is no longer effective in promoting productivity in 
the heavy manufacturing sector as scale economies no longer existed in the heavy 
industries (chemical, non-metal, basic-metal, and fabrication) by the late 1980s (1986-88).  

In Korean manufacturing industries, TP (technical progress) has been a key contributor 
to TFP growth, and improvements in TE (technical efficiency) made a considerable 
contribution to TFP growth, except in the textiles, food, and non-metal industries. AE 
(allocative efficiency) exerted a negative effect on TFP growth, although its magnitude was 
smaller than that of TE. In some industries, such as the non-metal and basic-metal 
industries, AE losses even outweighed technical efficiency gains.  

                                            
4 The part of analysis draws on Kim (2001). 
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TFP in the manufacturing sector has grown at an annual rate of 0.073, although the rate 
of growth decreased continuously during 1980-1994. For industry estimates during the 
sample period, TFP grew fastest in the fabrication industry, followed by the textiles 
industry and the food industry. During the early 1990s (from 1989-91 to 1992-94), a large 
downturn in TFP was observed in every industry except the food industry, supporting the 
presumption that lagging productivity was a major reason for the depression of the Korean 
economy in that period. 
 
Table 3. Technical Progress (TP), Scale Components (SC), Allocative Efficiency Change (AE) and 

Total Factor Productivity Growth (
•

TFP ) of Korean Manufacturing Industries 
 

  Total 
Sample Food Textiles Paper Chemical Non 

-metal 
Basic 

-metal 
Fabrica- 

tion 
TP 1980-82 0.066 0.078 0.110 0.068 0.067 0.115 0.141 0.089 

 1983-85 0.056 0.079 0.111 0.069 0.057 0.089 0.120 0.071 
 1986-88 0.047 0.082 0.112 0.080 0.048 0.068 0.076 0.056 
 1989-91 0.035 0.080 0.107 0.055 0.038 0.047 0.060 0.047 
 1992-94 0.024 0.081 0.104 0.042 0.028 0.029 0.039 0.038 

 1980-94 0.047 0.075 0.107 0.047 0.049 0.078 0.112 0.069 

SC 1980-82 0.009 0.002 0.004 -0.005 0.018 0.001 0.005 0.004 
 1983-85 0.005 0.003 0.009 0.009 -0.010 0.002 0.005 0.002 
 1986-88 -0.007 -0.012 -0.003 -0.007 -0.010 0.001 -0.001 -0.002 
 1989-91 -0.005 -0.009 -0.004 0.002 -0.010 0.002 -0.001 -0.001 
 1992-94 -0.001 -0.003 0.001 0.001 -0.006 0.004 0.000 0.000 
 1980-94 -0.002 -0.004 0.001 0.000 -0.006 0.000 0.000 0.000 

AE 1980-82 -0.008 -0.003 -0.016 0.018 -0.040 -0.055 -0.077 -0.011 
 1983-85 -0.002 0.000 -0.001 -0.004 -0.025 -0.006 -0.076 -0.004 
 1986-88 -0.002 -0.006 -0.003 -0.038 -0.019 -0.009 -0.008 0.005 
 1989-91 0.000 -0.009 -0.009 -0.081 -0.010 -0.007 -0.051 0.003 
 1992-94 -0.007 -0.006 -0.019 -0.091 -0.010 -0.038 -0.044 -0.008 
 1980-94 -0.001 0.000 -0.005 -0.021 -0.015 -0.019 -0.061 -0.007 

TFP 1980-82 0.094 0.072 0.062 0.128 0.120 0.070 0.097 0.102 

 1983-85 0.087 0.077 0.096 0.094 0.052 0.062 0.074 0.108 
 1986-88 0.075 0.059 0.081 0.092 0.052 0.072 0.086 0.111 
 1989-91 0.069 0.071 0.072 0.006 0.053 0.052 0.035 0.091 
 1992-94 0.048 0.077 0.068 -0.026 0.046 0.006 0.013 0.060 
 1980-94 0.073 0.071 0.077 0.054 0.061 0.051 0.058 0.094 

Notes: Decomposition is based on 
••

−+−+−= ∑∑ jjj
j

j
j

j xSxRTS
dt
duTPPFT )()1( λλ& , 

where each term represents TP, TE change, SC change and AE change, respectively. 
Source: Kim (2001), p. 277.  
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 Other studies show the effects of government policy on TFP are very weak. Among the 

promoted sector, the iron and steel (basic metal industry) showed low TFP performance 
between 1966 and 1985, but chemical sector was characterized by higher than average TFP 
growth (World Bank, 1993, pp. 315-6). 5  Thus, the impact of industrial policy on 
productivity growth might not be conclusive.  

The above studies discussed the efficiency of the government industrial policy in terms 
of productivity growth. However, the issues of the industrial policy are much broader and 
greater than its implication on the growth. The policy shaped the current Korean economy 
as the promoted industries become the backbone of the economy. The question is the heavy 
industry could be built without promotion in such a primitive economy. Could the banking 
do the job of allocating the resources and building the heavy industry eventually avoiding 
the failure of the financial crisis? The cost of the government industrial policy was 
evidenced in the bankruptcy of the Korean financial sector that was considered as second 
tier or merely a tool used to redirect fund to the promoted industries and remained 
dormant due to government intervention. The cost of big push is also severely felt in other 
sectors that had not been pursued and left behind including services and agricultural 
sectors.6 

The heavy and chemical industries pushed by the government symbolize the Korean 
economic growth that had heavily depended on massive factor accumulation. The 
economy has turned its focus on enhancing technical progress by cultivating its R&D and 
education system. However, the above results show that catching-up to the frontier was 
crucial part of the economic growth, and should be so in the future to sustain the growth as 
the frontier keeps moving up by technical progress in developed countries, even though 
more contribution of technical change is needed to sustain the growth.7 This entails 
improvements in learning-by-doing processes and in managerial practices through on the 
job training, promotion of market competition through opening up of the domestic market, 
and reducing government intervention (Mahadevan and Kim, 2003). With firm level data, 
industry-specific policies should be drawn to identify factors that may affect technical 
progress and technical efficiency differently. 

The next chapter will deal with productivity impact of information technology that is 
the most important industry in itself and phenomenon in Korea. 

 
 
III. The Effect of Information Technology on Productivity Change in Korea 
 
 

Since the late 1980s, Korea lost a significant portion of its export market to newly 
emerging economies such as China and other Southeast Asian countries and had to 
develop high-tech industries to sustain its economic growth. Since the early 1990s, the 
Korean government has introduced various policies to activate investment in information 
technology (IT) industries, and Korea has established itself in some of these industries 
including memory chips, computing equipment, telecommunication equipment, and other 
related products. IT investment rose sharply in the 1990s, and it continued to rise despite 
the economic crisis. During the crisis, most Korean firms introduced unprecedented reform 
under the pressure of financial crisis with dramatic increase in IT investment in 1997-2000, 
when many workers are laid off and total investment declined with severe recession, but IT 
                                            

5 Please also refer to Kang et al.(1997), which shows very low or negative TFP growth in the heavy and chemical 
industries during 1967-93. 

6 These two sectors will be dealt with in Chapter IV. 
7 See also Kim and Lee (2006).  
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investment accelerated to reduce coordination and transaction costs.8 Despite the rapid 
development of IT industries, Korea has yet to develop the “knowledge-based” economies 
like other developed countries, which have competitive knowledge-intensive industries 
and information-based services sector. This section will survey the special features found in 
IT investment in Korea by investigating the effects of IT investment on output and 
productivity growth. 

Many studies estimated the impacts of IT investment and capital on the productivity of 
firms in Korea. For example, Kim (2003) reported that IT capital contributed 16.3% to the 
output growth during 1971-2000, and its contribution reached 24.5% after the mid 1990s. 
The study also showed a strong positive effect of IT capital on the growth of labor 
productivity in the long run (see Table 4). Kim (2004) found that installed IT capital is 
estimated to be valued in the financial market about 6.8 times of acquisition price. 
Considering this intangible effect that IT investment created, the overall contribution of IT 
investment was 8% of output growth in the early 1980s, but it increased to more than 20% 
in the early 1990s, and it could contribute as much as 66% of the growth. Contrarily, Kang 
(2002) reported relatively very low effect of IT investment on productivity.  

 
Table 4. Contributions to Output Growth (Unit: %) 
 

Kim(2003) 81-90  91-95  96-00  

 GDP 8.67 100 7.46 100 4.96 100 

 L 1.12 12.9 1.34 18 0.21 4.2 

 K 3.48 40.1 3.01 40.3 2.62 52.9 

 K(IT) 1.23 14.3 1.37 18.4 1.22 24.5 

 TFP 2.16 24.9 1.2 16.1 1.4 28.2 

Kang(2002) 85-90  90-95  95-98  

 GDP 9.48 100 7.45 100 1.51 100 

 L 1.33 14.2 0.78 10.49 -1.67 -110 

 K 5.11 53.9 4.59 61.6 3.08 203 

 K(IT) 0.41 4.36 0.46 6.19 0.47 3 
 TFP 2.62 27.6 1.62 21.6 -0.37 -24 
Kim(2004)  81-85  86-90  91-95  
 GDP 7.96 100 10.36 100 8.70 100 
 K(IT) 0.65 8 1.47 14 1.72 20 
 TFP 4.36 55 4.82 47 3.01 35 

Notes: Figures represent annual growth rate and their contribution to the output growth in percent. Kim (2004) is 
based on the hypothetical GDP growth that allows for intangible investment coming with IT investment. Kim 
(2003) estimated growth rate due to business cycles that is omitted here, so the contribution of components don’t 
add up to 100. IT and TFP denote information technology and total factor productivity, respectively.  

                                            
8 Korea is the third largest in IT intensity (IT production/GDP) among the OECD countries with about 8% in 2003, 

and Korea boasts highly competitive IT manufacturing sector that produces semiconductors, mobile phones, LCD and 
digital TV. The IT sector exported $74 billion, about 30% of total exports of Korea in 2003, and three Korean companies, 
Samsung, LG and Korea Telecom, were among the world’s top 50 IT firms. Also, Korea has well established 
infrastructure for IT with the highest broadband penetration rate in the OECD (Baek and Jones, 2005). 
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Looking at it more closely, the impact of IT investment on labor productivity varies a lot 
across the industries in Korea. Kang (2002) showed the contribution of IT investments on 
labor productivity increased steadily for every industry but differently across the 
industries: the contribution increased from 3.1% during 1985-1990 to 4.7% during 1995-1998 
for IT industries, and from 0.1% to 0.6% for non-IT industries (see Table 5). These results 
imply that IT investment in non-IT industries lags far behind that of IT industries. The 
electricity and electronics industry recorded the highest IT contribution (4.2%) to labor 
productivity growth among the Korean industries, followed by the precision machinery 
(1.9%), petroleum and coal products (1.4%), non-metal (1.1%) and chemicals (1.0%) 
industries, those prevailed by large conglomerates. Meanwhile, the lowest IT contribution 
industry, however, comprises non-manufacturing services industries like the construction, 
public government, real estates and business services industries. The results imply a wide 
disparity in IT investment between manufacturing sectors and services sectors and between 
large firms and small and medium sized establishments (SMEs) in Korea.  
 
Table 5. The Effects of IT Investments on Labor Productivity by Industry  
 1985~90 1990~95 1995~98 1990~98 
Farming, Forestry & Fishery 0.29 (11.35) 0.38 (6.29) 0.47 (14.9) 0.44 (8.97) 
Mining 0.26 (1.67) 0.31 (4.34) 1.11 (11.02) 0.63 (7.51) 
Food, Beverages & Tobacco 0.24 (9.43) 0.53 (8.09) 0.86 (6.55) 0.67 (7.35) 
Textiles and Leather 0.07 (123.6) 0.23 (18.02) 0.48 (14.63) 0.35 (17.17) 
Woods and Paper 0.11 (2.07) 0.34 (2.62) 0.31 (6.7) 0.33 (3.42) 
Printing and Publishing 0.24 (11.55) 0.52 (33.24) 1.24 (12.75) 0.81 (16.07) 
Petroleum and Cole 0.99 (11.21) 1.2 (4.85) 1.76 (6.05) 1.43 (5.38) 
Chemical 0.66 (4.96) 0.94 (7.86) 1.18 (7.64) 1.04 (7.76) 
Non-metallic Mineral 0.15 (3.15) 0.67 (8.41) 1.83 (11.31) 1.12 (9.8) 
Primary Metal 0.34 (6.28) 0.94 (7.41) 0.86 (10.3) 0.9 (8.26) 
Fabricated Metal 0.21 (8.21) 0.1 (3.8) 0.23 (3.82) 0.17 (4.23) 
General Machinery 0.05 (0.64) 0.38 (2.59) 0.64 (-15.82) 0.48 (7.2) 
Electrical and Electronics 0.24 (2.06) 2.44 (17.25) 7.07 (20.66) 4.23 (19.18) 
Precision Machinery 0.91 (10.44) 1.40 (11.09) 2.75 (-117.8) 1.94 (30.83) 
Transportation Equipment 0.14 (0.82) 0.67 (5.96) 1.16 (6.57) 0.87 (6.23) 
Furniture and Other Manufacturing 0.31 (0.98) 0.27 (-3.83) 0.66 (6.41) 0.43 (713.5) 
Utilities 0.11 (1.22) 0.66 (10.32) 1.27 (12.11) 0.96 (12.06) 
Construction 0.11 (1.77) 0.01 (0.23) -0.01 (0.55) 0.00 (-0.09) 
Wholesale and Retail 0.37 (3.83) 0.24 (4.52) 0.18 (6.19) 0.21 (4.8) 
Restaurant and Accommodation 1.33 (21.73) 0.74 (-24.15) 0.89 (51.19) 0.8 (-64.78) 
Transportation and Storage 0.04 (0.55) 0.11 (1.86) 0.26 (5.88) 0.19 (3.58) 
Communication and Broadcasting 5.55 (71.7) -3.14 (127) 6.18 (36.68) 0.42 (8.33) 
Finance and Insurance 0.08 (1.69) 0.15 (-4.05) 0.46 (10.4) 0.27 (-71.29) 
Real Estate and Business Service 0.05 (1.77) 0.05 (1.26) 0.05 (5.14) 0.05 (1.76) 
Government and Defense 0.00 (-0.74) 0.00 (-0.39) 0.00 (0.01) 0.00 (-0.1) 
Education and Healthcare 0.09 (-5.65) 0.12 (-4.01) 0.07 (-0.69) 0.12 (-2.17) 
Social and Other Services 0.16 (2.55) 0.15 (1.55) 0.09 (-19.94) 0.13 (2.09) 
Information Industries 3.06 (42.71) 3.19 (48.29) 4.74 (17.01) 3.79 (23.71) 
Non-Information Industries 0.10 (1.85) 0.18 (3.29) 0.59 (18.46) 0.34 (9.24) 
Total Industries 0.31 (5.41) 0.41 (7.09) 0.53 (11.22) 0.46 (8.51) 

Notes: Figures represent annual growth rate of labor productivity and the contribution of IT investment on the 
productivity (in parentheses).  
Source: Kang (2002), p. 231 
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A sharp increase in productivity after the mid 1990s in Korea was significantly 
catapulted by IT industries, which has grown rapidly with IT innovation of the world, and 
by large conglomerates, which had restructured themselves with IT investments during the 
financial crisis. The polarization of IT investment in Korea led to further analysis of the 
impact of IT on productivity by using micro firm-level data. In this respects, Shin and Lee 
(2006) analyzed the heterogeneous effects of IT on varying firm sizes to find widening gap 
in the growth of large firms and small ones because marginal products of IT capital is 
greater in large firms than SMEs. They showed that an excess productivity of IT capital is 
0.41 in the large firms but mere 0.17 in the small firms, and the large firms enjoy their major 
IT effects in the manufacturing sector while the small firms in the services sector (see Table 
6). Lee (2001) also reported that marginal productivity of IT capital was greater than that of 
non-IT capital by 5.6 times. These results confirm the potential great impact of IT capital to 
the productivity growth of the Korean economy.     

 
Table 6. Marginal Productivity of IT Investment by Firm Size 
 

 IT Capital Non-IT Capital Excess prod of IT Capital 

Large Firms 0.455 0.046 0.41 
Small and Medium Firms 0.208 0.035 0.17 

Notes: Marginal revenue is calculated as increased value-added with respect to unit increase of IT capital. Source: 
Shin and Lee (2006), p. 93 

 
Shin and Lee (2006) decomposed the excess productivity of IT capital into that resulting 

from direct factor input and indirect one. And they found the effect of IT is relatively confined 
to the basic use in automation and corporate decision-making while IT impact in organization 
and process improvement is very weak. For the large firms in Korea, excess productivity of IT 
capital is estimated to be 0.46, about a half of the US estimates, and only 9~16% of this excess 
productivity is owing to the effect of IT indirectly realized in production process as intangible 
asset, which is almost negligible compared with that of the US (see Table 7).  

 
Table 7. Decomposiiton of Excess Productivity of IT Capital Investment by Country 
 

Country Excess Productivity of 
IT Capital 

Excess Productivity  
of IT Capital as 
Direct Factor Input 

Excess Productivity 
of IT Capital as 
Indirect Factor input 

0.73 0.287 0.443 USA: 
Brynjolfsson and 
Hitt (1996) 

IT Capital: 0.8 
Non-IT capital: 0.07 

IT Capital: 0.354 
Non-IT capital: 0.067  

(0.373, 0445) 0.287 (0.086,0.158) Korea: 
Shin and Lee 
(2006) 

IT capital: 0.46 
Non- IT capital: 0.05 

IT capital: 0.354 
Non-IT capital: 0.067  

Notes: Shin and Lee (2006) is for large firms for the year of 2000~2001, and Brynjolfsson and  
Hitt (1996) is for the year of 1988~1992. 
Source: Shin and Lee (2006), p. 99. 
 

These results imply that IT innovation is not fully realized in Korea and a lot remains to 
be achieved to improve the productivity of the economy. Productivity will be enhanced 
with increased IT investment for SMEs, especially in the services sector. Also, IT capital 
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should be fully utilized in production process to further its effects on productivity. 
However, business culture in Korea is not conducive to integrate business processes, or to 
implement intra-firm organizational changes and inter-firm collaboration along value 
chains (Baek and Jones, 2005, p.24). Enhanced use of IT capital can improve lagging 
productivity of services sector and SMEs that become increasingly important to the 
economy with their growing employment and output. This is especially important for the 
small establishments that are not fully exploiting IT due to lack of awareness, and 
personnel and specialist services.  

To boost productivity gains from the use of IT in the Korean economy, Sweet (2006) 
suggests that firms re-engineer business processes rather than simply automate them, and 
that new firms with IT business models should replace inefficient existing firms with 
traditional model. For this purpose, she indicates that Korea’s IT suppliers must provide 
end users with access to frontier IT products and services at competitive prices, and 
existing firms should find it profitable to invest in re-engineering business processes under 
flexible market in which new firms can start up business quickly and cheaply. And the 
work force must have an easy access to the education to acquire the skills needed to use IT 
effectively.  

 
 
IV. Low Productivity in Services and Agricultural Sectors 
 
 

1. Undeveloped Services Sector  
 
The Korean services sector has steadily expanded to reach 56.3% of total value added and 

65.2% of total employment of the economy in 2005 (see Table 8). The share of total household 
consumption in services expanded to reach 56.6% in 2005, and that of services in total exports 
also increased to 14% in 2004 while its share in total imports rose to 18.3% in 2004. Despite the 
rapid increase, the services sector of the economy has not grown well enough to compare with 
developed countries: the share of the employment in the services sector in Korea is much lower 
than those of developed countries, and important business services in Korea takes much smaller 
portion of the services sector with 11% than the developed countries.9 Instead, distributive and 
personal services that comprise retail, food and lodging services take a large portion of the 
services sector in Korea.  

 
Table 8. Share of the Services Sector in Total Value Added an Employment in Korea  
 
 1985 1990 1995 2000 2005 
Service 47.4 (45.6) 49.5 (47.7) 51.8 (54.8) 54.4 (61.2) 56.3 (65.2) 
Manufacturing 27.3 (24.3) 27.3 (27.9) 27.6 (23.6) 29.4 (20.3) 28.4 (18.5) 

other sectors 25.3 (30.1) 23.2 (24.4) 20.6 (21.6) 16.2 (18.5) 15.3 (16.3) 
Total 100 (100) 100 (100) 100 (100) 100 (100) 100 (100) 

Notes: Employment shares are in parentheses. Source: Kim (2006) 
 

Baumol (1967) argued that an economy’s shift towards services is attributable to the 
transfer of resources from manufacturing to services due to the existence of productivity 
gap between the two sectors rather than the shift in the final demand accompanied with 

                                            
9 Services sector employment explains 77.4%, 75% and 68.5% of total employment in US, UK and Japan in 2003, 

and business services 17% in average for the three countries (Kim, 2006). 
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income growth. If an economy is consisted with a high-productive manufacturing sector 
and stagnant services sector, the proportion of the services sector rises because the cost and 
relative price of the services sector goes up by the productivity differential between the two 
sectors. Also, the proportion of employment in the services sector should rise because more 
input is needed due to low productivity of the sector.  

Kim (2006) showed that widening gap between the manufacturing and services sectors 
has caused an increase in employment in the Korean services sector, causing overall 
slowdown in economic growth. Thus, Kim (2006) supports Baumol’s Disease that low 
productivity in the services sector will expand itself to provide the economy with adequate 
services dragging the economy along the process. Productivity of the services sector in 
Korea has grown much slower than that in the country’s manufacturing sector and that in 
advanced countries. Labor productivity growth in the Korean services sector slowed down 
from 2.8% in the 1980s to 1.6% in the 1990s while that in the Korean manufacturing sector 
accelerated from 6.6% to 9.9% (Kim, 2006). As a result, the productivity gap between the 
two sectors widened from 3.8% in the 1980s to 8.3% in the 1990s. In many developed 
countries, labor productivity growth of the services sector has accelerated even though 
productivity gain lagged behind those in the manufacturing sector.  

Specifically, TFP for the whole industry has grown by 2.7% per annum from 1980 to 
2002 (see Table 9). Among the industries, TFP for the manufacturing sector was the fastest. 
In the services sub-sectors, TFP growth rates of the “finance, insurance, real estate and 
business” and “other services” industries have grown by -0.3% and 1.3% respectively while 
TFP of the “transport, storage and communications” industry grew by 3.5% annum. Since 
the 1990s, those of the “finance, insurance, real estate and business” and “other services” 
industries slowed down from 1.0% and 1.8% in the 1980s to -1.4% and 0.8% during the 
period 1990-2002. However, TFP growths of the manufacturing and “transport, storage and 
communications” industries rose from 3.0% and 2.7% in the 1980s to 3.7% and 4.1% since 
1990s despite the financial crisis of the late 1990s. The results imply that services industry 
has been developed to support manufacturing industry as shown in high TFP growth rate 
of the “transport, storage and communications” industry that is complementary in 
manufacturing production, and in low growth the “finance, insurance, real estate and 
business” industry that has no direct relation in the production process.   

Industrial comparison of productivity clearly shows that TFP growth for the economy 
as a whole significantly dampened by lagging services sector and that TFP in services 
sector should be increased to the comparable level of the manufacturing sector to sustain 
economic growth of the economy.  
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Table 9. TFP Growth Rates of manufacturing and Services Sectors 
 

Industry Growth in 1981-1990 1991-2002 1981-2002 
GDP 10.7 7.3 8.8 

Capital 10.8 8.8 9.7 
Labor 4.4 -1.6 1.1 

Manufacturing 

TFP 3 3.7 3.4 
GDP 7.9 9.1 8.5 

Capital 6.9 8.3 7.7 
Labor 3.7 3.1 3.1 

transport, storage and 
communication 

TFP 2.7 4.1 3.5 
GDP 10.1 7.1 8.5 

Capital 8.4 8.9 8.7 
Labor 10.1 8 8.6 

Finance, insurance, 
real estate and 

business 
TFP 1 -1.4 -0.3 
GDP 7 4.5 5.6 

Capital 14.7 11.2 12.8 
Labor 4.1 3.3 3.4 

Other services 

TFP 1.8 0.8 1.3 
GDP 8.4 5.9 7.1 

Capital 10.2 9.6 9.9 
Labor 2.1 1.3 1.6 

whole industry 

TFP 3.7 1.8 2.7 
Notes: 1) Other services include whole-sale, retail trade, restaurants & hotels services, community, social & personal 
services and producers of government services. 2) TFP growth rates by industry are measured by Tornqvist 
methodology on the basis of growth accounting model, where labor elasticities are calculated by the share of 
employee compensation to GDP multiplied by the radio of sum of self-employed persons and wage earners to 
wage earners. 
Sources: Kim (2005), p. 5.  

 
 
Although labor productivity has improved continuously in Korea, labor productivity of 

the Korean services sector is about 45.7% (=100/219) of the US and 49.2% (=100/203) of 
Japan (see Table 10). The lowest services sector relative to the US and Japan in labor 
productivity is the “whole-sale, retail trade, restaurants and hotel service” industry. Also, 
labor productivity of the entire services sector is only 61.8% of that of the manufacturing 
sector in Korea. 

Within the services sector, the productivity of the “wholesale, retail, restaurant and 
accommodation” industry is less than one-fifths of that of the “finance and business” 
services industry with 22%, and “transportation and storage” 64%, “other services” 42% of 
it. The services sector in US seems well developed and balanced among sub-sectors from 
the highest productive “wholesale, retail, restaurant and accommodation” industry to 
lowest productive “other services” industry.  
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Table 10. Labor Productivity between Manufacturing and Services Sector by Country 
 

Industry Korea U.S Japan 

Whole economy   100 204.6  163.7 

Manufacturing 100 182.6 129.8 
Wholesale, retail trade, 
restaurants & hotels 31.0 (22)     100 353.7 (203) 304.8 (95) 

Transportation, storage   
and communication 91.8 (64)     100 209.3 (120) 148.4 (46) 

Finance, insurance, real 
estate and business 142.4 (100)   100 173.9 (100) 320.7 (100) 

Other services 59.2 (42)     100 155 (89) 164.6 (51) 

Service(total) 61.8 (43)     100 219 (125) 203.2 (63) 
Notes: Based on annual averages of purchasing power parity in constant price during 1995-2000. Each sector in US 
and Japan is compared with that in Korea, which is set as 100. Numbers in parentheses are to compare the 
productivities of specific services sectors with that of “finance, insurance, real estate and business” sector for 
respective country.    
Source: Korea Productivity Center (2002),"International Comparisons of Productivity."  
 

 
In order to improve the service structure, the finance and insurance, law, accounting, 

software, storage, and communication industries that are considered to be high-value 
added industries should be promoted. For this, fair market environments should be 
established to facilitate entrepreneurship and specialization in the services sector, promote 
the use of innovative structure of the services sector, and strengthen the qualification 
standards of service providers (Kim, 2006).10  

The Korean services sector has long been isolated not only from outside competition 
due to market protection but from inside competition with lots of business regulations, and 
free market competition should be introduced to improve the performance of the 
industry.11  The banking industry was one of most heavily regulated and protected 
industry in the economy, but Korea has undertaken financial deregulation since the early 
1980s under the pressure from outside. And many studies tried to investigate the impact of 
opening the market and deregulating it in the financial industry (Mahedevan and Kim, 
2001). In the free trade era that witnesses sprouting FTA negotiations and agreements, a 
wide range of services industries will have to face severe competition against foreign firms, 
but the association between deregulation and productivity in these industries still remains 
to be investigated. 
 
2. Lagging Agricultural Sector12  
 

There are several productivity studies for the Korean agricultural sector that tried to 
index input-output relationship and estimate TFP. Most of these studies, however, are 

                                            
10 The Korean government has drafted comprehensive policy measures to promote lagging service industry last 

December. See Appendix for details. 
11 Furthermore, the Korean government had considered the services sector as a loophole that drained the 

national saving, and constrained it. For example, color TV broadcast wasn’t permitted until early 1970s even 
though Korea exports color TV sets massively in order to avoid jump in consumption spending.  

12 This section draws on Kwon and Kim (2000a; 2000b). 
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concerned with productivity changes till 1980s, and most recent studies that investigated 
the TFP can be found in the two papers of Kwon and Kim (2002a, 2002b). This section 
surveys the productivity of the Korean agricultural sector based on the two papers.  

Kwon and Kim (2002a) used rnqvistoT &&  index to measure total outputs and inputs in 
the Korean agricultural sector in which total outputs comprise 9 products (rice, barley, other 
grains, beans, potatoes, fruits, vegetables, livestock and daily products, and other special 
crops) and inputs include labor, capital (building, structure, large livestock, large plants, and 
large farming machinery, land (paddy and other crop fields) and materials (fertilizers, 
pesticides, feeds). They estimated price indices of total outputs and inputs divided by GDP 
deflators and the quantity indices estimated as 1995=1, which are also shown in Figure 1.     

Figure 1 presents changes in factor input usage in the Korean agricultural sector. Total input 
grew slowly by 0.36% per annum during 1971-98. It increased steadily till the early 1980s, then 
was almost constant for the late 1980s, and started to decrease in the early 1990s. Labor input 
decreased rapidly by 4.5% annually, and land decreased slowly by 0.6%. However, capital and 
material inputs went up fast by 9% and 9.1% per annum, respectively. Capital increase was 
especially apparent since 1994 in which agricultural restructuring project of 42 trillion Won was 
started to be poured to meet opening the Korean agricultural sector under the Uruguay Round 
negotiations. The pattern shows that the agricultural sector generally grew in material- and 
capital-using and labor- and land-saving development process.   
 
Figure 1. Change in Factor Input Usage in the Korean Agricultural Sector (1995=1) 
 

0

0.5

1

1.5

2

2.5

3

3.5

19
71

19
73

19
75

19
77

19
79

19
81

19
83

19
85

19
87

19
89

19
91

19
93

19
95

19
97

Total Input
Labor
Capital
Land
Materials

 
Notes: Based on output and input quantity indices standardized as 1995=1.  
Source: Kwon and Kim (2000a), p. 29.  
 

TFP in the Korean agricultural sector is reported in Table 11. Total output grew at the 
rate of 2.6% per annum during 1971-98 while total input increased by about 0.4%, so TFP 
grew by about 2.26% annually. TFP grew by 1.8% in 1970s, 4.4% in 1980s, and 1.6% in 1990s. 
Large change in productivity between 1970s and 1980s depend on abysmal performance of 
1980 that witnessed unprecedented bad weather that caused huge TFP downfall by -21.9%, 
and TFP changes in 1970s and 1980s are very similar if one year of 1980 is omitted. Thus, 
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the pattern of the productivity changes was structurally similar for 1970s and 1980s: in 
these periods, capital and material inputs were increased more than offsetting the decrease 
in labor and land inputs that slowly downed. These periods also experienced rapid increase 
in TFP growth along with steep increase in total outputs and inputs, except three years of 
1973, 1979 (energy crisis), and 1980 (bad weather).  
 
Table 11. Changes of Total Output, Total Input and TFP in the Korean Agricultural Sector 
 

Year Total Output Total Input TFP 
1971~72 0.020 -0.021 0.042 
1972~73 0.023 0.078 -0.055 
1973~74 0.053 -0.106 0.159 
1974~75 0.144 0.047 0.097 
1975~76 0.115 0.045 0.070 
1976~77 0.061 0.017 0.043 
1977~78 0.073 0.029 0.044 
1978~79 0.023 0.040 -0.018 
1979~80 -0.250 -0.031 -0.219 
1980~81 0.145 0.034 0.111 
1981~82 0.038 -0.024 0.062 
1982~83 0.057 0.078 -0.021 
1983~84 0.070 0.007 0.064 
1984~85 0.013 -0.007 0.021 
1985~86 0.041 0.015 0.026 
1986~87 0.011 -0.004 0.015 
1987~88 0.078 0.003 0.075 
1988~89 0.006 0.006 0.000 
1989~90 -0.033 -0.038 0.005 
1990~91 -0.037 -0.028 -0.009 
1991~92 0.019 0.004 0.016 
1992~93 0.038 0.008 0.029 
1993~94 -0.023 0.003 -0.026 
1994~95 0.022 -0.019 0.041 
1995~96 0.028 -0.014 0.042 
1996~97 -0.016 -0.011 -0.005 
1997~98 -0.011 -0.013 0.002 

1971~98 Average 0.026 0.004 0.023 
1971~80 Average 0.029 0.011 0.018 
1980~88 Average 0.057 0.013 0.044 
1988~92 Average -0.011 -0.014 0.003 
1992~97 Average 0.009 -0.007 0.016 
1995~97 Average 0.006 -0.013 0.019 

Notes: Total factor productivity is derived by non-parametric rnqvistoT &&  index. Total output includes farm 
products (including rice, barley and other grains, beans, potatoes, fruits, vegetables), livestock and daily products, and 
other special crops (including special vegetables and monopolized products and etc.), which comprise all outputs 
produced in the Korean agricultural sector. Total input includes labor, capital (building, structure, large livestock, large 
plants, and large farming machinery, land (paddy and other crop fields), and materials (fertilizers, pesticides, feeds).  
Source: Kwon and Kim (2000a), p. 19. 
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Since 1988, however, trend of TFP growth has changed as total input started to decrease 
steadily by -1.4% annually due to downward labor employment. Total output also 
decreased by -1.1% resulting in the lowest TFP growth during 1988-92. Low productivity in 
the early 1990s was reversed as the Korean government poured large capital to the 
agricultural sector in its restructuring effort. Thus, downfall of total input was dampened to 
-0.7% with massive capital investment, and total output turned to increase at 0.9% per 
annum during 1992-97, resulting in TFP growth recovered to 1.6% per annum.  

When TFP changes in the Korean agricultural sector are compared with that in the US 
and Korean manufacturing sector, TFP growth in the US agricultural sector was not lower 
than that of Korea if we look at the sub-periods in 1970s. TFP growth in the US in 1950s, 
1960s and 1970s is certainly not lower than that of Korea since 1970s. Also, It is worth 
noticing that overall TFP level is much lower in Korea. TFP in the agricultural sector is also 
much lower than that in manufacturing sector, especially in 1980s (Kwon and Kim, 2000a: p. 
19). 

Kwon and Kim (2000b) also estimated a dual cost function with the same data in Kwon 
and Kim (2000a) to decompose TFP changes into scale economies and technical changes. 
The study showed that until 1988, technical changes were mostly negative, and TFP 
changes depended on scale effects. This implies that TFP progress in this period brought in 
by increased production scale instead of technical innovation. However, since 1988, scale 
effects were disappeared and technical progress led TFP growth in the Korean agricultural 
sector. 

Thus far, TFP trend of the Korean agricultural sector was surveyed according to Kwon 
and Kim (2000a; 2000b). Recently, overall TFP in the sector seems to interest no researchers 
as no further updating studies are found in this free trade era. With overall low TFP level of 
the sector resulting from huge difference in scale and capital compared with agricultural 
exporting countries, the Korean agricultural sector focused more on upgrading quality of 
its products with an intention to serve the niche markets that can compete with foreign 
imports rather than on the productivity itself. For example, rice farmers try to harvest better 
quality and environmental- friendly rice by organic farming to increase their value adds. 
However, productivity in this specific area should be pursued to increase the farming 
efficiency even though new researches are mostly on marketability and profitability of new 
farming methods and products.    

 
 
VI. Conclusion 
 
 

This paper is to review overall productivity of the Korean economic sectors and 
manufacturing industries to take a lesson from the past growth experience. The paper also 
tries to identify future research ideas applicable to comparative studies among Korea, 
Malaysia and Japan to find out causes of productivity changes to derive policy implications 
for sustainable productivity growth.  

With the purpose, this paper surveyed the effects of the Korean government industrial 
policy that intended to promote heavy and chemical manufacturing industries during the 
1970s. Also, the paper investigated the impact of information technology that has become 
the most important industry itself and phenomenon in Korea after active investments by 
the government and large firms in 1990s. Finally, the paper reviewed the productivities of 
undeveloped services and agricultural sectors that have long been left behind without 
government promotion. 

The Korean economy provides dynamic setting for researchers who analyze how 
industrial policy affects industrial growth. The policy shaped the current Korean economy 
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for good and bad as shown both in the currently clicking heavy and chemical industries 
and IT industry and in the lagging services and agricultural industries that were mostly 
covered up from competition and cultivation during the development period. This study 
shows that there remain many questions to be investigated that may lead to valuable 
lessons and policy implications. 
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Appendix: the Korean Government’s Recent Plan to Boost the Service Industry13 
 
 

The Korean government has provided comprehensive policy measures to promote 
lagging service industry last December that include deregulations, tax breaks and financial 
support to the services sector to turn it into the next growth engine. For this, the 
government will strengthen the competitiveness of education, leisure, culture, tourism and 
other services sectors through improving the overall business environment for services 
sector, and promote strategic service industries such as fashion and games.  

According to the plan, the government will introduce the management services 
organization (MSO), owned by a group of hospitals or investors, will provide management 
and administrative support services to individual doctors or small hospitals to strengthen 
competitiveness of medical industry and hospitals' management efficiency. The 
government will also deregulate the rules on merger and acquisition (M&A) between 
hospitals to increase efficiency of the hospital industry. 

The government will temporarily lower the comprehensive real estate taxes on hotels, 
resorts, golf courses and other service-related facilities to boost investment in tourism and 
leisure industries. Moreover, the government will allow businesses to deduct 10 percent of 
their entertainment expenses used to purchase concert and other cultural performance 
tickets from their taxable revenues to order to foster the culture and performing art 
industries. Hotels, and other leisure and tourism-related facilities will pay lower electricity 
charges similar to those of manufacturing companies, while quasi-taxes imposed on land 
development by service businesses will be reduced.  

To promote a set of strategic services businesses to create more jobs and economic 
activities, the government has selected 21 future-promising service businesses including 
fashion, gaming and jewelry, and will provide them with a range of tax breaks, and other 
financial and administrative support. The government will form a taskforce of government 
officials and private experts to work out effective schemes to educate and produce qualified 
workers for the various services sectors. The government also plans to increase the 
cooperation and exchange between universities and businesses to produce talented 
manpower in sectors of industrial design, advertising, media broadcasting and 
environmental consulting. The plan also includes the establishment of an English-speaking 
town on Che-ju Island as English education infrastructure to attract students who usually 
go overseas to learn the language in a massive scale. 

 
 

 

 
 

 

 

 

 

 
                                            

13 This part draws on Lee H.-S. (2006). 
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Comments on “Current Issues of Productivity 

Growth in Korea: A Survey” 
 
 

Duol Kim,  
Korea Development Institute 

 
 

 
Professor Kim claims at the title that this is a survey paper. Indeed, as he addressed 

empirical results of other papers and did not provide any new one. However, if we look at 
its content, this paper does not contain crucial components that a survey paper should 
have. 

I think a good survey paper describe 1) what are basic issues of the topic, 2) what do 
scholars disagree, 3) what are, if any, new consensus out of controversy, and 4) what 
should be done in the future and how scholars should approach. Since Professor Kim 
mainly summarized his own studies, he fails to introduce all these parts properly. 

For improving this paper as a good survey, I think Professor Kim should 
comprehensively discuss the literature instead of summarizing his own works, and it can 
be a good contribution. Most economists who do not specialize in TFP measurement fully 
understand why TFP studies provide new results again and again. Even those who work 
on this subject sometimes get lost and what the controversies are all about. If Professor Kim 
comprehensively compare TFP estimation on the Korean economy so far and evaluate what 
numbers are more reliable than others and what methodology and data can generate a 
better estimate, it would be very helpful to future studies on the productivity growth, and 
ultimately to understand the Korean economy. 

 



  

 
 

CHAPTER 1-2 

Optimal R&D Intensity: Welfare Analysis 
 

by 
Byung Woo Kim, STEPI 

 

 

 

 

Abstract 
 
 

Not only has spending on research in Korea been growing in real terms, but its relative 
importance compared to other economic activities has been steadily increasing as well in 
Korea. In this paper, we introduce the socially optimal share of R&D in the economic 
growth model. We consider both laissez-faire(market equilibrium) steady-state growth rate 
and the social optimum. Because individuals and individual firms do not internalize the 
effect of individual knowledge accumulation when optimizing on consumption and capital 
accumulation, the equilibrium growth rate may be less than the socially optimal rate of 
growth. 

We develop the model(Jones and Williams, 2000) that find the decentralized economy 
typically underinvests in R&D relative to what is socially optimum. We also examine how 
far deviates the steady-state growth rate from social optimum in Korean economy. We 
focus here on the positive external effects of R&D. According to ordinary LS analysis, the 
estimate of λ(the elasticity of knowledge production to R&D personnel) is 0.1559. So, we 
can see the optimal R&D share in Korea is 3.32%. This implies that the ratio of optimal 
share to market share of R&D in Korea is 1.8. 

According to Johansen(1991)’s cointegration analysis, the estimate of λ ranges from 
0.294 to 0.365. So, we can see that the lower bound for the optimal share of R&D in Korea, is 
3.74%. 

In brief, from all cases of the form for the knowledge production function, we could 
decide that both the intertemporal-spillover and appropriability effects in Korean economy tend 
to make the average growth rate less than optimal. Because the business-stealing effect that 
tends to make it greater than optimal conflicts and is dominated by the former two effects, 
the laissez-faire average growth rate in Korea may be less than optimal. 

Key Words: R&D intensity, product innovation, spillover, social optimum. 
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I. Backgrounds  

 
 
Not only has spending on research in Korea been growing in real terms, but its relative 

importance compared to other economic activities has been steadily increasing as well in 
Korea. <Figure 1> depicts the trends in the ratio of R&D to value added in industry in the 
Korean economies. 

 
Figure 1. National Trend in R&D of Korea (Source: MOST) 
[Line: percentage of GDP(%), Bar: Total R&D expenditure(100 million Won)] 

 

 
 
Since Harrod(1939) and Domar(1946), economists have looked to captital formation for 

their explanation of rising standards of living. It was Solow(1956) who formalized the idea 
that capital deepening could cause labor productivity to rise in a dynamic process of 
investment and growth. The model's critical assumption concerning the product function is 
that it has CRS(constant returns to scale) in its two arguments, capital and labor. In addition, 
intangibles such as human capital and knowledge capital have pecular economic properties 
that may not be well represented by the standard formulations.  

In this paper, we review new models of intentional industiral innovation. We deal with 
innovation that serves to expand the range of goods avaliable on the market. Firms devote 
resources to R&D in order to invent new goods that substitute imperfectly for existing 
brands. Producers of unique products earn monopoly rents, which serve as the reward for 
their prior R&D investments. In addition, we adapt new growth theory to real Korean 
economy data by empirical analysis.                               

We introduce the socially optimal share of R&D in the economic growth model. We can 
consider both laissez-faire(market equilibrium) steady-state growth rate and the social 
optimum. Because individuals and individual firms do not internalize the effect of 
individual knowledge accumulation when optimizing on consumption and capital 
accumulation, the equilibrium growth rate may be less than the socially optimal rate of 
growth. 



Chaper 1-2 Optimal R&D Intensity: Welfare Analysis  

 

25 

We develop the model(Jones and Williams, 2000) that find the decentralized economy 
typically underinvests in R&D relative to what is socially optimum. We also examine how 
far deviates the steady-state growth rate from social optimum in Korean economy. We 
continue our investigation of the factors that influence long-run growth performance by 
introducing the optimal share of R&D (in GDP). We focus here on the positive external 
effects of R&D. 

 
 
II. Economic model and empirical analysis 

 
 
1. Imperfect competition and new growth theory   

 
It was Solow(1956) who formalized the idea that capital deepening could cause labor 

productivity to rise in a dynamic process of investment and growth. Many of the early 
models treated technological progress as an exogeneous process driven only by time. The 
view that innovation is driven by basic research, which is implicit in the models with 
exogeneous technology, was made explicit in a paper by Shell(1967).    

Arrow(1962) was the first to view technological progress as an outgrowth of activities in 
the economic realm. Frankel(1962) observed that because of the similarity between 
knowledge and capital, the AK structure does not require the fixed coefficients of the 
Harrod-Domar model. Frankel drew attention to the special case of CRS, and noted that in 
this case the production function and common scale factor equations imply Y=AK. In other 
words, as capital increases, output increases in proportion, even though there is 
substitutability in the aggregate function, because knowledge automatically increases in 
proportion. Romer(1986), who discussed the possibility that learning-by-doing might be a 
source of growth, maintained this treatment of technological progress as wholly the 
outgrowth of an external economy.  

Now we let the productivity of labor depend upon the economywide cumulative 
experience in the investment activity, that is, on the aggregate stock of capital. Then 
aggregate output of Z will be given by 

Z=F[K, A(K)L]. 

The first argument in F( ) represents the private input of capital by all firms in the 
economy. The second argument reflects their aggregate employment of effective labor, 
which depends in part upon the state of technology, as represented by the term A(K).  

Romer(1986) provides an alternative interpretation of this specification. He views K 
itself as knowledge. Knowledge is created via an R&D process. Firms invest in private 
knowledge, but at the same time they contribute inadvertently to a public pool of 
knowledge, which is represented here by A(K). The basic idea of Frankel(1962)’s AK model 
was rediscovered Romer (1986), who cast his analysis in terms of the Ramsey model of 
intertemporal utility max. by a representative individual, taking into account that 
individuals do not internalize the externalities associated with the growth of knowledge. 
Romer assumed that saving was determined by the owner of the representative one-worker 
firm. The representative individual maximizes utility over an infinite horizon. If there are 
constant social returns to capital then the economy will sustain a strictly positive but finite 
growth rate g, in which diminishing positive terurns to capital are just offset by the external 
improvements in technology A that they bring about. In his model, precisely because 
individuals and individual firms do not internalize the effect of individual capital 
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accumulation on knowledge A when optimizing on consumption and capital accumulation, 
the equilibrium growth rate is less than the socially optimal rate of growth. 

Shell(1967) makes knowledge the intended output of those who create it. The 
production function F[K, AL] describes the relationship between inputs and output of the 
final good. We assume that the same production function applies to the generation of 
knowledge as applies to the production of tangible commodities: 

ΔA=F[K, AL] 

 where K and L are the inputs of capital and labor, respectively, into the research activity.  
Grossman and Helpman(1991) developed endogenous growth based on intentional 

innovation. Industrial research may be aimed at inventing entirely new 
commodities(product innovation). They incorporated tools from the theory of industrial 
organization(IO), and their extensions in trade theory to general equilibrium settings to 
develop aggregate models of ongoing investments in new technologies. They represent the 
set of brands available on the market by the interval [0, n]. With this convention n is the 
measure of products invented. They referred to n as the "number" of available varieties. 

Monopolistic competition was introduced by Chamberlin(1933). It is probably the most 
prevalent form of industry structure. If a firm is making a profit selling a product in an 
industry, and other firms are not allowed to perfectly reproduce that product, they still may 
find it profitable to enter that industry and produce a similar but distinctive product. 
Economists refer to this phenomenon as product differentiation. Each product has its 
following of consumers, and so has some degree of market power. 

We can describe the (long-run) equilibrium of the industry in the following way: 
(i) Each firm faces a downward-sloping demand. (ii) Each firm makes no profit. 
(iii) A price change by one firm has negligible effect. 
 If we treat commercial research as an ordinary economic activity, returns to R&D come 

in the form of monopoly rents in (short-run) imperfectly competitive product markets. 
 

2. Consumer Behavior  
 
Romer (1990) cast his analysis in terms of the Ramsey model of intertemporal utility 

max. by a representative individual, taking into account that individuals do not internalize 
the externalities associated with the growth of knowledge. The representative individual 
maximizes utility over an infinite horizon. Intertemporal preferences take the form as 
follows: 

U=∫0
∞ e-ρt u[C(t)]dt 

Here C(t) represents an index of consumption at time t, and ρ is the subjective 
discount rate. We assume a constant intertemporal elasticity of substitution(=1/ε), namely 

u(C) = (C1-ε-1)/1-ε 

 
3. The Final-Goods Sector 
 

Romer(1990) extended his first model(1986) by assuming that in order to enter a new 
intermediate sector firms must pay a sunk cost of product innovation, whose outlay is 
compensated with monopoly rents. Final output is produced using labor L and 



Chaper 1-2 Optimal R&D Intensity: Welfare Analysis  

 

27 

intermediate goods x.14 The representative individual maximizes utility over an infinite 
horizon. 

Research in turn generates designs (or licenses) for new intermediate inputs, and A now 
refers indifferently to the current number of designs or the current number of intermediate 
inputs. A final-goods sector produces a homogeneous output good Y, according to the CES 
technology15 

Y=( L) (1-α)  [∫0A x(i)αυ]di] (1/υ) 

Assuming that one unit of capital can produce one unit of an intermediate good, 
marginal cost is the rate of interest r. The inverse demand function p(x) is the marginal 
product of the corresponding input in manufacturing the final good, that is, 

p(x) =α ( L1) (1-α)  [∫0A x(i)αυ]di] (1/υ)-1 x(i)α-1 

One market failure is present in this economy. That arises because entrepreneurs do not 
take account the surplus that accrues to individuals when a new good contributes to 
(intermediate) product diversity. We refer to this as the appropriability effect. This reflects the 
private monopolists’ inability to appropriate the whole output flow. This effect tends to 
generate too little research under laissez-faire. 

 
4. The Intermediate-Goods Sector 

 
x is produced by an intermediate-goods firm that owns an infinitely lived patent for the design of 

the good. The intermediate goods firm acts as a monopolist and charges a gross markup η(=1+m) 
over marginal cost, so that 

p(x) = ηr,   where r is the real interest rate 

We consider the case where an intermediate goods firm is unconstained by competitors offering 
an equivalent product. Assuming the number of firms is large, firms choose a markup determined by 
the elasticity of substitution between intermediate goods: 

η = 1/(αυ) 

This corresponds to a negative spillover in the form of a “business stealing” effect, 
whereby the successful monopolist destroys the surplus attributable to the previous 
generation of intermediate good by making it obsolete. It means the obsolescence of old 
intermediate inputs, which, as was stressed by Schumpeter in his work on creative 
destruction, is a critical component of technological progress and growth. 

In Romer(1990), υ is equal to unity so that the monopoly markup is equal to the 
inverse of the capital share. Whatever the value of the markup, all goods will sell for the 
same price, and the profit flow to the intermediate firm is given by 
                                            

14 But, in Romer(1990), labor can be used either in manufacturing the final good(L1) or alternatively in R&D(L2). 
15 It is useful to develop an alternative interpretation of the index C from the above utility max. equation. We 

may think of individuals as consuming a single homogeneous consumption good in quantity C. We suppose that 
the final good is assembled from differentiated intermediate inputs. It means that production function has CES 
technology and the elasticity of substitution between any two intermediate goods is z=1/(1-υ ). 

C=[∫ 0n x(j)υ dj](1/υ )        

where x(j) denotes the input of intermediate good j into final production. 
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π = (η-1/η)(αY)/A 

 
5. The R&D Sector 
 

 Now there is a sunk cost of producing x units of a given intermediate input, namely 
the price PA for the corresponding design or license. The speed at which new designs are 
being generated depends on both the aggregate amount of research and the existing 
number of designs, according to 

ΔA = δ*N = δ Nλ Aφ         (0<λ≤1) 

This equation reflects the existence of intertemporal spillovers in research activities.: all 
researchers can make use of the accumulated knowledge A embodied in the existing 
designs, in other words technological knowledge is a nonrival good. Several aspects of the 
R&D equation deserve mention. First, λ≤1 captures duplication externalities in R&D, 
which we refer to as the stepping on toes effect. Second, φ≠0 allows for “standing on 
shoulders,” an intertemporal knowledge spillover.  

The firm that succeeds in innovating can monopolize the intermediate sector until 
replaced by the next innovator. As in the basic Romer model, there are positive spillovers 
from the activities that generate growth in A, in two senses. The monopoly rents that the 
innovator can capture are generally less than the consumer surplus created by the 
intermediate good, and more important, the invention makes it possible for other 
researchers to begin working on the next innovation. 

Now the analysis becomes pretty straightforward. We can first determine by an 
arbitrage condition. From the point of view of atomistic R&D firms, there are CRS to R&D. 
Free entry into R&D drives profits to zero. 

PA ΔA = N, → PA = sY/ gA A ,            s≡N/Y 

The arbitrage equation, equating the real flow cost of a design to the sum of the flow of 
profits, π, and capital gains due to an increase in the market value of a design is given by 

rPA = π  + ΔPA 

 
6. Steady-State Properties 
 

The steady-state growth rate of A is constant and given by 

gA = λn/[1-φ-(λσ/α)],  where σ = (1/υ)- α 

 The steady-state growth rate of output is given by gY = (σ/α) gA+n. We immediately 
see that growth increases with the decrease of duplication externalities in research activities 
λ, and with the intertemporal spillovers in R&D φ and with the size of the economy as 
measured by the rate of labor growth n, and decreases with the elasticity of substitution υ. 
Furthermore, both because intermediate firms do not internalize their contribution to the 
division of labor (to product diversity) and because researchers do not internalize research 
spillovers, the above equilibrium growth rate may be less than the social optimum. 

The steady-state R&D share for the decentralized economy, sDC is given by 
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sDC =  (η-1/η)(α gA )/(r- gY + gA) 

 This equation relates the steady-state share of investment in R&D to its steady-state 
rate of return r. 

 
7. The Social Planner’s Problem and the Social Return to R&D 
 

This section compares the laissez-faire average growth rate derived earlier with the 
average growth rate that would be chosen by a social planner whose objective was to 
maximize the expected present value of consumption C(t). 

max Ct,Nt : U=∫0
∞ e-ρt u[Ct/Lt]dt 

Subject to 

Ct+It+Nt=Yt=At
σ( Lt) (1-α) Kt

α 

ΔKt = It 

ΔAt = δ Nt
λ At

φ 

ΔLt/Lt = n 

 Applying standard methods yields the optimal allocation of resources to R&D in 
steady state: 

sSP = λσ gA / [r- (gY - gA) - φgA] 

where, because the steady-state growth rates are the same in the decentralized and 
social planner economies, r is also the same.  

But, the social discount rate is less than the rate of interest, whereas the private rate is 
greater. This difference corresponds to the intertemporal spillover effect discussed earlier. The 
social planner takes into account that the benefit to the next innovation will continue forever, 
whereas the private research firm attaches no weight to the benefits that accrue beyond the 
succeeding innovation. This effect tends to generate insufficient research under laissez-faire. 

 
 

III. Results from the Calibration Model 
 
 

The labor share (1-α) and the growth rates of TFP σgA , R&D expenditure gN., and the 
labor force n are calibrated according to <Table 1>.16  We allow the remaining two 
parameters, the interest rate r and the parameter υ, to take on a range of values. The 
smallest value of elasticity of substitution between intermediate goods, υ that we 
consider is governed by the equilibrium markup that is implied. A value of 1.999 yields a 
gross markup of 1.23 over marginal cost for intermediate goods pricing.  

 
 

                                            
16 The data set consists of some macroeconomic variables observed for 35 years(1970-2004) in Korean economy. 

They were obtained from BOK, KOSIS, OECD. 
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Table 1. Fundamental parameter values 
 

 Parameter Value/Range 

Labor share (1-α) 0.595 

TFP growth σgA(= gTFP) 0.016 

R&D growth g(n) 0.2252 

Labor growth n 0.015 

Interest rate r 4.33-6.00 

Substitution parameter υ 1.999-2.50 

Markup η 1.23-1.75 

 
As noted, a parameter that turns out to be very important in the results that follow is λ. 

Empirical estimates of returns to R&D often are obtained by regressing TFP growth on 
R&D-output ratio. Under an R&D-productivity relationship like R&D sector production 
function, Jones and Williams(1998) show that the rate of return parameter that is typically 
estimated in this productivity literature, denoted rPL , is equal to 

rPL = λgTFP / s,   where s is the steady-state ratio of R&D spending to output.  

This implies that 

λ =  rPL s / gTFP   

From this, we can choose plausible lower bounds for these parameters. Taking a lower 
bound for rPL of 17.6 percent and a lower bound for sDC of 1.85 percent, together with our 
estimate of gTFP of 1.6 percent implies a lower bound for λ of about 0.152. Instead of 
enforcing this value in our calibrations, we will present results for values of λ between 
0.025 to 0.3.  

An estimate of φ can be derived using the fact TFP growth has been relatively constant 
over the period. Log-differenciatng the R&D equation yields 

φ = 1- (λσ)gN / gTFP  

Given values of λ and σ, this equation determines φ. Given values of λ, σ and 
φ, the model implies a steady-state growth rate of A.  
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Table 2. Empirical estimates of returns to R&D17 
 
Dependent Variable: TFPDIF   
Method: Least Squares   
   
Sample: 1970 2004   
Included observations: 35   

     

Variable Coefficient Std. Error t-Statistic Prob. 

C -0.030942 0.006426 -4.815234 0.0000 

RD/GDP 0.175775 0.043343 4.055408 0.0003* 

 
<Table 3> reports the results from a single calibration of the model where r=0.05 and 

υ=1.9. The implied value of σ , the elasticity of output to the level of knowledge, is about 
0.095. Given values of λ, this equation determines the value of φ and the optimal R&D 
share s. The values of φ are relatively robust to the value of λ in this particular example. 

 
Table 3. A typical calibration result, r=0.055 and υ =1.999 
 
σ η    

0.0951 1.2349    
λ φ s(DC) s(SP) s(SP)/s(DC) 

0.0250 0.9648 0.0185 0.0091 0.4923 
0.0500 0.9295 0.0185 0.0160 0.8677 
0.0750 0.8943 0.0185 0.0215 1.1635 
0.1000 0.8591 0.0185 0.0259 1.4025 
0.2000 0.7181 0.0185 0.0374 2.0273 
0.3000 0.5772 0.0185 0.0440 2.3807 

 
To get an idea of the relative magnitudes of the different effects promoting 

underinvestment, we computed the decentralized R&D shares assuming that individual 
distortions were internalized in the decentralized economy. It is necessary to estimate the 
value of λ by regression model for estimating the optimal R&D share. 

 

                                            
17 If estimated coefficient is statistically significant, we denote *, by 5% significance level.  
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We examined the following model for the technology innovation of whole industries in 

Korean economy:     

ln(ΔA)=α + βln(RDL) + γln(RDSTOCK) + δln(A) + ε                

A: productivity parameter  
 
 The above equation is derived by taking logs of the following production function for 

blueprints(knowledge): 
 
ΔA=F[KA, LA]=δ(KA

λ1 LA
λ2)Aφ  

 
 Significantly estimated elasticity of technical innovation to the R&D personnel is 

0.1559.(<Table 4 >)  
 The parameter φ reflects the effect of the existing stock of blueprints on the success of 

R&D. This effect can operate in positive direction. Past discoveries may provide ideas and 
tools that make future discoveries easier. When φ is exactly equal to 1 in the production 
function for blueprints, existing blueprints are just productive enough in generating new 
blueprint that the production of new knowledge is proportional to the stock. When φ is 
larger than 0, we can say this phenomenon as spillover effect or "standing on shoulders" 
effect of R&D. 

 In this case, expressions for (ΔA) and (ΔA/A) simplify to: 

ΔA= δ(KA
λ1 LA

λ2) A             
(ΔA/A)= δ(KA

λ1 LA
λ2)  
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Table 4. Cointegration test statistics 
 
Dependent Variable: TFP10DIF   
Method: Least Squares   
   
Sample (adjusted): 1971 2004   
Included observations: 34 after adjustments  

     
Variable Coefficient Std. Error t-Statistic Prob.   

     
LOG(RDL) 0.155991 0.061463 2.537975 0.0164* 

LOG(RDSTOCK) -0.001889 0.008425 -0.224279 0.8240 
LNTFP10 -0.115516 0.051579 -2.239588 0.0324* 

     
R-squared 0.136733     Mean dependent var 0.113413 

 
The sign and magnitude of estimated coefficient are accord to the calibration of previous 

growth model. The estimate of λ(the elasticity of knowledge production to R&D 
personnel) is 0.1559. From <Table 3>, we can see the optimal R&D share in Korea is 3.32%. 
This implies that the ratio of optimal share to market share of R&D in Korea is 1.8. 

Meanwhile, there is a danger of obtaining apparently significant regression results from 
unrelated data when using nonstationary series in regression analysis. Such regressions are 
said to be spurious. So, we performed two widely used unit root tests: the augmented 
Dickey-Fuller(ADF) test, and the Phillips-Perron test.18 

 For unit root tests, consider first an AR(1) process. 

      x=α + ρ x+  ε 

 Both the ADF and the PP tests the unit root as the null hypothesis H: ρ=1.  
 The test is carried out by estimating an equation with x subtracted from both sides of 

the equation:  

      Δx=α + ρ* x+  ε* 

 where ρ*=ρ-1, and the null hypothesis is 

     H: ρ*=0 

 Test results report the test statistic as follows. 
 
 

   Table 5. Unit root test statistics19 
 

 ln RDL ln A ln Δ A Δ ln RDL Δ ln A Δ ln Δ A 

ADF -0.45 2.68 - -6.18* -4.3* - 
PP -1.35 -1.49 -1.15 -6.16* -3.76* -12.4* 

                                            
18 Strictly speaking, the previous estimation results in <Table 4> can be thought of Engle and Granger(1987)’ 

cointegration test results, because the relevant variables are all nonstationary and the residual series is stationary. 
19 The ADF test for the logs of ΔA is not feasible due to the restriction of the number of samples. 
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The Johansen(1988) cointegration test method is used for finding long-run equilibrium 
relationship between R&D input(R&D personnel; RDL) and the product innovation. Test 
results indicate the existence of cointegrating equation between each pair of regression 
variables including dependent variable in the knowledge production function. In this paper, 
we analysed the cointegration relationships among the logs of ΔA, A, and RDL.20  

And, the signs and magnitude of cointegrating vectors are well accord to the calibration 
of previous growth model. The estimate of λ ranges from 0.294 to 0.365. From <Table 3>, 
we can see the optimal R&D share in Korea ranges from 3.74% to 4.40%. This implies that 
the lower bound for the optimal share of R&D in Korea, is 3.74%. 

In brief, from all cases of the form for the knowledge production function, we could 
decide that both the intertemporal-spillover and appropriability effects in Korean economy tend 
to make the average growth rate less than optimal. Because the business-stealing effect that 
tends to make it greater than optimal conflicts and dominated by the former two effects, the 
laissez-faire average growth rate in Korea may be less than optimal. 

 
Table 6. Cointegration test statistics 
 
Sample (adjusted): 1973 2002   
Included observations: 21 after adjustments  
Trend assumption: Linear deterministic trend  
Series: LOG(TFPDIF) LOG(TFP) LOG(RDL)   
Lags interval (in first differences): 1 to 1  

     
Unrestricted Cointegration Rank Test (Trace)  
     

Hypothesized  Trace 0.05  
No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 

None *  0.692425  43.71578  29.79707  0.0007 
At most 1 *  0.442347  18.95599  15.49471  0.0144 
At most 2 *  0.272868  6.691601  3.841466  0.0097 

 Trace test indicates 3 cointegrating eqn(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values  
2 Cointegrating Equation(s):  Log likelihood  85.92463  
Normalized cointegrating coefficients (standard error in parentheses) 

LOG(TFPDIF) LOG(TFP) LOG(RDL)   
 1.000000  0.000000 -0.294073   

   (0.07695)   
 0.000000  1.000000  0.675889   

   (0.24789)   
1 Cointegrating Equation(s):  Log likelihood  79.79244  
     
Normalized cointegrating coefficients (standard error in parentheses) 

LOG(TFPDIF) LOG(TFP) LOG(RDL)   
 1.000000 -0.104803 -0.364908   

  (1.69739)  (0.37905)   

                                            
20 Strictly speaking, there should be cointegration relationships among the logs of Δ A, A, and N. 
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IV. Summary and limitations 
 
 
We developed the model(Jones and Williams, 2000) that find the decentralized economy 

typically underinvests in R&D relative to what is socially optimum. We also examine how 
far deviates the steady-state growth rate from social optimum in Korean economy. We 
focus here on the positive external effects of R&D. The signs and magnitude of 
cointegrating vectors are well accord to the calibration of growth model. We can see the 
optimal R&D share in Korea ranges from 3.74% to 4.40%. This implies that the lower bound 
for the optimal share of R&D in Korea is 3.74%. 

In brief, from all cases of the form for the knowledge production function, we could 
decide that both the intertemporal-spillover and appropriability effects in Korean economy tend 
to make the average growth rate less than optimal. Because the business-stealing effect that 
tends to make it greater than optimal conflicts and is dominated by the former two effects, 
the laissez-faire average growth rate in Korea may be less than optimal. 

An important limitation of this approach to innovations and growth based on product 
variety is that it assumes away vertical characteristic of quality improvement. This refers to 
a negative spillover in the form of a “business stealing” effect, whereby the successful 
monopolist destroys the surplus attributable to the previous generation of intermediate 
good by making it obsolete. It means the obsolescence of old intermediate inputs, which, as 
was stressed by Schumpeter in his work on creative destruction, is a critical component of 
technological progress and growth. Indeed, if old intermediate inputs were to become 
“obsolete” over time, the division of resources would cease to to ward off the 
growth-destroying forces of diminishing returns. In any case, in order to formalize the 
notion of obsolescence, one needs to move away into vertical models of quality 
improvements. This brings us to new approach in which we can present our model of 
growth “through creative destruction.” 

 

 

 



 The 2007 KDI-KAEA Conference on Enhancing Productivity and Sustaining Growth 

 

36 

 
 

Reference 
 
 

Aghion P. and P. Howitt (1998) Endogeneous Growth Theory, MIT Press. 
Arrow K.(1962) "The Economic Implications of Learning by Doing", Review of Economic 

Studies 29: 155-173. 
Barro R. and X. Sala-i-Martin(2004) Economic Growth, Second Ed. MIT Press. 
Blanchard O. and S. Fischer(1989), Lectures on Macroeconomics, The MIT Press. 
Campbell J. and P. Perron(1991) "Pitfalls and Opportunities: What Macroeconomists 

Should Know about Unit Roots", NBER of Macroeconomics Annual 6: 141-200. 
Canning D. and P. Pedroni(2001) “Infrastructure and Long Run Economic Growth”, 

Unpublished, Cornell Univ.. 
Cass and Coopmans(1965) "Optimum Growth in an Aggregative Model of Capital 

Accumulation", Review of Economic Studies 32 (July) : 233-240. 
Ekelund R. B. and R. F. Hebert(1983), A History of Modern Economic Theory and Method, 

McGrow-Hill Book Company. 
Fagerberg J.(1996) “Technology and Competitiveness”, Oxford Review of Economic Policy, 

Vol.12. No.3, Automn  
Greene W.(2003) Econometric Analysis, 5th Ed. Prentice-Hall International Inc. 
Grossman G.(1992) Imperfect Competition and International Trade, MIT Press. 
Grossman G. and E. Helpman(1991) Innovation and Growth in the Global Economy, MIT Press. 
Hanushek E. and D. Kim(1995) "Schooling, Labor Force Quality and Economic Growth", 

NBER Working Paper 7288 (Aug.). 
Jones C. and Williams, J. (1998), "Measuring the Social Return to R&D”, Quarterly Journal 

of Economics 113: 1119-1135. 
Jones C. and Williams, J. (2000), "Too much of a Good Thing? The Economics of Investment 

in R&D", Journal of Economic Growth 5(Mar.): 65-85. 
Kim B.(2006) "R&D Activities, Imperfect Competition and Economic Growth", The 2006 

KDI-KAEA Conference on Enhancing Productivity and Sustaining Growth: KDI. 
Kim B.(2004) "R&D Intensity and Market Structure", Journal of Technology Innovation, 

Vol.12 No.3, KSTME. 
Krugman P. and M. Obstfeld(2003) International Economics: Theory and Policy 6/e, 

Addison-Wesley. 
Mansfield E.(1968), Industrial Research and Technological Innovation, W.W. Norton. 
Nadiri, M. I. and S. Kim(1996) "R&D, Production Structure and Productivity Growth: A 

Comparison of the US, Japanese, and Korean Manufacturing Sectors", NBER 
Working Paper 5506 (Mar.). 

Romer D.(2001), Advanced Macroeconomics, International Edition. 
Romer P.(1986) "Increasing Returns and Long-Run Growth", Journal of Political Economy 

94: 1002-1037. 
Romer P.(1990) "Endogeneous Technological Change ", Journal of Political Economy 98(5): 

71-102. 
Scherer F.M. and K. Huh(1992) "R&D Reactions to High-Technology Import Competition", 

Review of Economics and Statistics, 2. 
Schumpeter J.(1975), Capitalism, Socialism and Democracy, Harper & Row Publishers. 
Solow(1956), "A Contribution to the Theory of Economic Growth", Quarterly Journal of 

Economics 70(Feb.): 65-94. 
Sung T.(2005) "Firm Size, Networks and Innovation: Evidence from the Korean 

Manufacturing Firms", Journal of Technology Innovation, Vol.13 No.3, KSTME. 



 

 

 
 

CHAPTER 2-1 

Integration and Growth in East Asia* 
 

by 
Sanghoon Ahan**, Korea Development Institute 

Jong-Wha Lee+, Asian Development Bank 
 

 

 

 

Abstract 
 
 

This paper empirically analyzes the experience of East Asia’s economic growth with 
data both at aggregate-economy and micro-firm levels, focusing on the role of international 
integration through trade and direct investment. The analysis within a framework of 
cross-country panel regression shows that trade openness and foreign direct investment 
(FDI) inflows have a positive effect on gross domestic product (GDP) growth—particularly 
in the 1970 and 1980s—while FDI outflows appear to have a negative effect on GDP growth. 
Micro-level evidence based on manufacturing data in the Republic of Korea (Korea) 
confirms the positive effect of trade and investment integration on plant-level productivity 
growth. It also suggests the relationship between FDI outflows and productivity growth 
depends on the characteristics of a recipient economy. We find that FDI to the People’s 
Republic of China tends to reduce productivity growth of firms in Korea while FDI to the 
United States or Japan works in favor of productivity growth.  

 
 
I. Introduction 

 
 
During the past four decades East Asian economies showed impressive growth. Nine 

East Asian economies grew extremely rapidly, averaging over 4.6% in per capita terms 
between 1970 and 2005 (Table 1).21 Economic performance in the People’s Republic of 
China (PRC) has been most remarkable, with the average annual growth rate surpassing 
7%, raising the level of real per capita gross domestic product (GDP) by almost 12 times.   

The impressive performance was interrupted by the 1997/98 Asian financial crisis. The 
average per capita GDP growth rate for the nine East Asian economies dropped from 5.5% 
                                            

** Public Investment Evaluation Division, Korea Development Institute, E-mail:ahn@kdi.re.kr 
+ Corresponding author: Office of Regional Economic Integration, Asian Development Bank, 6 ADB Avenue, 

Mandaluyong City, 1550 Metro Manila, Philippines. Tel.: 632-632-4900, fax: 632-636-2183, E-mail: jwlee@adb.org 
21 Throughout this paper, “East Asia” refers to the nine emerging economies in the region for which we have 

complete data: People’s Republic of China; Hong Kong, China; Indonesia; Republic of Korea; Malaysia; 
Philippines; Singapore; Taipei,China; and Thailand. “South Asia” refers to Bangladesh, India, Pakistan, and Sri 
Lanka. 
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in 1990–1995 to 2.8% in 1995–2000. The five crisis-affected East Asian countries⎯Indonesia, 
Republic of Korea (Korea), Malaysia, Philippines, and Thailand—recorded less than 2.0% 
average growth rate. While they managed rapid recoveries, there seems to have been a 
permanent decline in potential growth rate. The average per capita GDP growth rate 
remained at 3.0% over 2000–2005.  

The purpose of this paper is to empirically assess the East Asian growth performance 
over the last four decades, focusing on the role of international integration through trade 
and investment on East Asia’s economic growth. Many researchers have paid attention to 
the potential causal link between trade openness and high growth in Asia. For example, 
Lucas (1993) explains the “East Asian miracle,” focusing on the fact that those East Asian 
miracle economies have become “large scale exporters of manufactured goods of increasing 
sophistication.” Viewing these as productivity miracles, he offered the following 
explanation: (i) the main engine of growth is the accumulation of human capital, especially 
in the form of on-the-job training; (ii) for this to persist, workers and managers should 
continue to take on new tasks; and (ii) for such learning to continue on a large scale, the 
economy must be a large-scale exporter. The role of foreign direct investment (FDI) in East 
Asian growth is also emphasized in the literature. It is a long-standing argument that FDI 
flows contribute to an economy’s technology spillover and thereby to economic growth.22  

The rapid integration into global markets has been one of the most salient features in 
Asian growth process. Figure 1 shows that both trade volumes and FDI flows have grown 
very fast in the region. The share of trade in GDP increased continuously from 21% in 1970 
to 95% in 2005 for the nine East Asian economies. FDI inflows and outflows also increased 
rapidly, reaching peaks of 5% and 3% of GDP respectively in 2000. Figure 2 shows that the 
share of East Asian GDP in world GDP has almost doubled during the last 35 years, 
reaching 10% in 2005. The share of East Asian trade has grown more than four-fold, 
currently exceeding over 20% of world trade volume. The share of East Asia’s FDI inflows 
has also increased more than three-fold over the same period.  

In view of this rapid international integration coupled with fast income growth, this 
paper conducts an analysis of the empirical relationships between international trade and 
direct investment integration and long-term income growth, utilizing both macro- and 
micro-level data. 

First, we begin the analysis with a general framework of cross-country regression that 
allows us to assess East Asia’s growth performance in a broad international context, by 
comparing it with other developing regions. This empirical framework helps identify the 
factors that have been critical to economic growth for the broad sample of countries over 
1970–2005. We then extend the analysis to investigate the role of trade and FDI flows on 
economic growth.   

Second, we examine the role of trade and FDI on firm-level productivity growth by 
using plant-, firm-, and industry-level micro data from the Korean manufacturing sector for 
the period of 1990–2003. Within the same country, the advance of international integration 
varies from industry to industry. The effect of trade and investment integration on 
productivity growth may occur through technology spillovers at firm-level or 
industry-level. A micro data analysis is needed to shed more light on empirical links 
between integration and productivity growth utilizing rich information.  

The paper is organized as follows. In section 2, using cross-country regressions, we 
explain what have been the critical factors for East Asia’s growth performance, and analyze 
the role of international trade and direct investment on long-term income growth at the 
                                            

22 This paper focuses on the growth effect of FDI flows. The literature on the effects of financial integration 
shows that FDI produces more benefits than other types of financial flows since it has a positive effect on 
productivity growth through technology spillover. A recent paper by Kose et al. (2006) provides an extensive 
discussion of the benefits and costs of financial openness on developing economies.   
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aggregate-economy level. In section 3, we investigate the links between global integration 
and productivity growth with plant- and industry-level micro data from the Korean 
manufacturing sector. Finally, section 4 concludes.    

 
 
II. Cross-country Analyses of Economic Growth 

 
 
The general approach in this section is to extend existing work on cross-country 

analyses of economic growth in order to assess the effects of international trade and 
investment integration in detail.  

We use an empirical framework that has been widely used in previous studies such as 
Barro and Lee (1994), Sachs and Warner (1995), and Barro and Sala-i-Martin (2004, Chapter 
12).  

This model is based on an extended version of neoclassical growth model. The model 
predicts “conditional convergence” of income, implying that an economy with a lower 
initial income relative to its own long-run (or steady-state) potential level of income grows 
faster than a higher-income economy over time. In a cross-country context, convergence 
implies that poorer countries would grow faster than richer countries, when controlling for 
the variables influencing the steady-state level of per capita income.  

The framework for determining the growth rate of real per capita GDP is indicated by 
the baseline regression, shown in column 1 of Table 2. As the general approach has been 
described elsewhere, we include here only a brief discussion.23 Our regression applies to a 
panel data set of 85 countries over seven 5-year periods from 1970 to 2005. The panel is 
unbalanced with a total of 539 observations. Estimation is by three-stage least squares, 
using mostly lagged values of the independent variables as instruments—see the notes to 
Table 3.24  

The dependent variables are the 5-year growth rates of real per capita GDP. We include 
in this analysis a representative set of the explanatory variables that have been used in 
previous work. We categorize these explanatory variables into seven broad dimensions: (i) 
initial per capita GDP; (ii) investment; (iii) initial human capital stock (schooling and initial 
life expectancy at birth); (iv) fertility rate; (v) external environment (terms-of-trade, and 
balance-of-payments crises) 25 ; (vi) institutions and policy variables (government 
consumption, quality of institutions, inflation, and democracy), and (vii) openness (trade 
and direct investment). The definition and source of the variables are described in the notes 
to Table 2.  

A summary of the variables for 1970–1975 and 2000–2005 is presented in Table 2, 
grouped by four developing regions including East Asia, Latin America, Sub-Saharan 
Africa, and South Asia. The data indicate by and large that East Asian economies had more 

                                            
23 Our framework adopts empirical methodology and a representative set of the explanatory variables that have 

been widely used in previous works. See Barro and Sala-i-Martin (2004, Chapter 12) and De Gregorio and Lee 
(2004). 

24 The framework does not include country fixed effects, because this procedure tends to eliminate the bulk of 
the information in the data, that is, the cross-sectional variations of the panel. De Gregorio and Lee (2004) show that 
many explanatory variables including initial income, fertility, inflation, and openness turn out to have much 
stronger effects on growth in the first-difference specification of this panel framework. 

25 A balance-of-payments crisis episode is defined from monthly data by combining two criteria: a nominal 
currency depreciation of at least 25% in any quarter of a specific year with the depreciation rate exceeding that of 
the previous quarter by a margin of at least 10%; and when an indicator of currency pressure—a weighted average 
of monthly nominal exchange depreciation and monthly foreign reserve loss—exceeds three standard deviations 
above the mean of the indicator over the sample period for each economy, provided that either the monthly 
nominal depreciation rate or percentage change of reserve loss is larger than 10%. A crisis that is not at least 3 years 
after the latest crisis is counted as a continuation of the initial crisis rather than an independent crisis. 
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favorable conditions for rapid growth than the other regions, based on relatively higher 
levels of investment, human capital, quality of institutions, and openness, with lower levels 
of fertility, government consumption, and inflation. But average per capita growth for the 
nine East Asian economies slowed from 5.2% in 1970–1975 to 3.1% in 2000–2005. This 
slowdown can be partly an outcome of the success during the earlier period. East Asian 
economies have continuously narrowed their income gap from their long-run potential 
levels over time. Thus, according to the prediction of the convergence process, the 
economies with higher initial income can expect slower growth. In fact, East Asian 
economies grew slower than South Asian economies in 2000– 2005. The average per capita 
growth rate for the four South Asian economies jumped from 0.8% in 1970– 1975 to 3.8% in 
2000– 2005, coinciding with a large improvement in the quality of institutions, control over 
inflation, and openness. 

 
1. Basic Regression Results 

 
Column 1 of Table 2 presents the regression results of basic specification. The first 

explanatory variable, the log of per capita GDP at the start of each period, reveals the 
“conditional convergence” effect. The log of the total fertility rate is also significantly 
negative. The measures of initial human capital stock—average years of schooling and life 
expectancy—turn out to have positive effects on growth. However, the estimated 
coefficients are statistically insignificant. Also, the ratio of real investment to real GDP has a 
positive but statistically insignificant effect on growth, as indicated by the coefficient 0.019 
(s.e.=0.019). This reflects that many of the explanatory variables included affect an 
economy's investment rate as well.   

The regression results show that government policies and institutions play a significant 
role in determining economic growth. A subjective measure of the extent of maintenance of 
the rule of law is significantly positive. Higher inflation, an indicator of macroeconomic 
instability, is significantly negative for growth. The estimated coefficient implies that a rise 
in average inflation rate by one percentage point reduces growth by 0.02 percentage points 
a year. The ratio of government consumption (measured exclusively by outlays on 
education and defense) to GDP enters negatively, but the estimated coefficient is only 
marginally significant. 

The regression results confirm the nonlinear relationship between democracy and 
growth, as found by Barro (1997). The coefficients on the indicator of democracy and its 
square terms are positive and negative respectively and both coefficients are jointly 
statistically significant. The pattern of coefficients indicates that the growth rate increases 
with political freedom at low levels of democracy but decreases with democracy once the 
society has attained a certain level of political freedom.  

A higher growth rate of the terms of trade (export prices relative to import prices) has a 
positive effect on growth, but the estimated coefficient is not statistically significant. A 
balance-of-payments crisis has a strong, negative effect on economic growth. The estimated 
coefficient on the balance-of-payments crisis variable, -0.012 (0.005), indicates that a 
balance-of-payments crisis shock lowers the growth rate by 1.2 percentage points per year.  

In sum, the regression results in column 1 shows that per capita GDP growth has strong 
relationships with initial per capita GDP level, investment, fertility, the quality of human 
resources, and economic policy and institutional factors, such as rule of law, government 
consumption, and macroeconomic stability.  

Note that this “growth-regression” approach does not distinguish the role of factor 
accumulation from that of technological progress or total factor productivity (TFP) growth. 
Economic policy and institutional factors can affect both capital accumulation and 
technological progress. While East Asia’s growth is largely attributed to factor 
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accumulation rather than productivity growth (Young, 1995; and Botworth and Collins, 
2003), the estimate of TFP, which is often called “index of our ignorance,” is subject to many 
measurement errors. The distinction between capital and technology (productivity) in a 
“growth accounting” approach is often ambiguous. 

  
2. Integration and Economic Growth 

 
Now, we turn to the role of trade openness, which is our main focus. Column 1 of Table 

3 includes a measure of trade integration, which is the ratio of exports plus imports to GDP, 
filtered for the estimated effects on this measure from the logs of population and area, as 
described in Barro and Sala-i-Martin (2004, Chapter 12).  

We recognize there are a large number of alternative measures of trade openness. For 
instance, Sachs and Warner (1995) construct a composite index on the basis of four policy 
dimensions: (i) average tariff rates, (ii) extent of imports governed by quotas and licensing, 
(iii) average export taxes, and (iv) the size of the black market premium on the exchange rate. 
While the measures have some valid points, they are also subject to many criticisms. 
Rodriguez and Rodrik (2000) claim that the indicators of openness frequently used in the 
literature are poor measures of trade policy and they are highly correlated with other sources 
of growth—such as macroeconomic policies. Frankel and Romer (1999) suggest trade volume 
as instrumented by an economy’s geographical attributes. However, geographical features 
can also affect economic growth through different channels such as institutional development 
and population growth (Acemoglu, Johnson, and Robinson, 2002).  

In this paper, we do not delve into this controversy in detail, and will leave it to other 
recent papers—such as Wacziarg and Welch (2003) and Dollar and Kray (2004)—which 
provide comprehensive reviews of the facts and additional evidence on the effects of trade 
liberalization. In general, literature supports the positive effect of trade openness on growth 
through various channels such as larger markets, imports of capital and intermediate goods, 
and technological spill-over. Trade openness is also considered to provide competitive 
pressures necessary to increase efficiency and productivity.   

Column 1 of Table 3 shows that increased openness to international trade has a 
significantly positive effect on growth. The estimated coefficient, 0.0075 (0.0037), indicates 
that an economy with a higher level of trade openness by 10 percentage points of GDP 
during the entire 1970–2005 period grew 0.08 percentage points faster annually.   

Table 2 shows that the East Asian economies were among the most open of all 
developing economies between 1970 and 2005. Following an initial stage of modest import 
substitution, most of the fast-growing Asian economies reduced import tariffs and export 
taxes, and lowered quantity restrictions on trade. This export-orientation strategy made a 
significant contribution to the success of East Asian economies. For example, it accounted 
for faster growth of 0.6 percentage points per year, compared with Latin America’s 
inward-oriented trade strategy over 1970—2005.26  

Now we turn to the role of FDI in economic growth. It is often argued that FDI inflows 
contribute to an economy’s external financing and technology spillover and thereby to 
economic growth. At the economy-wide level, recent empirical work generally finds a 
positive role of FDI in generating economic growth. De Gregorio (1992) shows that FDI has 
a higher productivity than domestic investment in a cross-section of Latin American 
countries. For a boarder sample of economies, Blomstrom, Lipsey, and Zejan (1994) find 
FDI has a significant positive effect on growth. On the contrary, a recent study by Carkovic 
and Levine (2005) cast a skeptical view on the cross-country evidence for the positive effect 

                                            
26 This figure is derived by combining the gap between Latin America and East Asia in terms of openness (0.78) 

over the sample period and the estimated coefficient on trade openness (0.0075).  
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of FDI on growth. Aggregate-level evidence on the relationship between FDI inflows and 
economic growth seems less conclusive.27   

Column 2 of Table 2 shows the regression results from the cross-country regression with 
a measure of FDI inflow as an explanatory variable, a proxy for trade openness. The 
measure is the average ratio of FDI flows over the contemporaneous 5-year period. FDI 
inflow has a positive effect on per capita GDP growth, but the coefficient, 0.094 (s.e.=0.066), 
is not statistically significant at the 10% level. Note that in this specification the FDI inflow 
variable is instrumented by the lagged value of FDI, considering that FDI inflow is also 
influenced by output growth over the contemporaneous 5-year period. In fact, if own 
variable is used for instrument, the FDI variable is statistically significant at 5%; the 
estimated coefficient is 0.131 (0.054).   

In column 3, a measure of FDI outflow enters as an explanatory variable, replacing the 
FDI inflow variable. On one hand, FDI outflow is expected to lower domestic capital 
accumulation and thereby economic growth. Production links with low-productive firms in 
less developed economies can retard technology progress. On the other hand, FDI outflows 
can contribute to economic growth by enhancing both the static and dynamic efficiency of 
an economy, which comes mainly from competition, specialization, and economies of scale 
accompanying the progress of international fragmentation of production.   

The regression shows that FDI outflow has a negative effect on per capita GDP growth, 
but the estimated coefficient, -0.085 (0.071), is not statistically significant at the 10% level. In 
this regression, considering that FDI outflows and GDP growth over the contemporaneous 
5-year period are simultaneously correlated, the FDI outflow variable is instrumented by 
own lagged value.28  

Column 4 includes both trade openness and FDI inflow as explanatory variables. While 
trade and FDI inflow variables are all positive, they are statistically insignificant at the 5% 
level. The statistical insignificance of the trade openness variable in this specification may 
reflect a high correlation between trade and direct investment inflows. While neither trade 
nor FDI inflow is individually statistically significant, they are jointly marginally significant 
at 10% level (p=0.103).  

Column 5 adds FDI outflow as an explanatory variable, together with trade openness 
and FDI inflows. While both trade openness and FDI inflow variables remain statistically 
insignificant, FDI outflow has a significantly negative effect on per capita GDP growth, 
-0.199 (0.072). The estimated coefficient indicates that, given trade volume and FDI inflows, 
an increase in FDI outflows by one percentage-point of GDP is associated with a lower 
growth rate by 0.2 percentage point.   

Columns 6 to 10 of Table 3 consider different slope coefficients for the integration 
variables for two subperiods—1970–1989 and 1990–2005.29 Figure 2 shows that flows of 
foreign direct investments surged to a larger volume in the early 1990s. In the 1970s and 
1980s, capital flows into emerging markets primarily took the form of debt financing. 
Considering this pattern of capital flows, we attempt to find any discerning effect of FDI 
flows as well as trade openness on economic growth for the different periods. 
                                            

27 Another strand of literature shows that FDI inflows contribute to productivity growth in host economies that 
have an absorptive capacity for new technologies manifested in FDI. Borensztein, De Gregorio, and Lee (1998) and 
Xu (2000) find the importance of a minimum level of human capital stock as a means of domestic absorptive 
capacities for technology spillovers from FDI inflows. Durham (2002) and Alfaro, Chandra, Kalemli-Ozcan, and 
Sayek (2004) find that for a broader cross-section of economies, financial or institutional development in host 
economies also play an important role as an absorptive capacity for FDI technology spillovers. This paper does not 
investigate this interactive effect as we lack adequate measures of productivity growth or technology spillovers at 
the country-specific level. 

28 When own variable is used for instrument, the FDI outflow variable is still statistically insignificant, -0.051 (0.065).  
29 We have also adopted specifications by assuming different slope coefficients for the integration variables for 

each decade- 1970s, 1980s, 1990s and 2000-2005. The regressions results, which are qualitatively similar to those 
presented below, are available from the authors upon request. See footnote 9 too. 



Chaper 2-1 Integration and Growth in East Aisa  

 

43 

The results in column 6 of Table 3 show that the strong positive effect of trade openness 
on GDP growth occurred mostly in the 1970s and 1980s, rather than later periods. The 
estimated coefficients are 0.017 (0.005) for 1970–1989 period and 0.006 (0.004) for 1990–2005. 
Similarly, in column 7, FDI inflow has a significantly positive effect on GDP growth in the 
1970s and 1980s, but not afterwards. The estimated coefficient on FDI inflows in 1970–1989, 
0.281 (s.e.=0.107), implies, if viewed causally, that an increase of one percentage point in the 
FDI-to-GDP ratio per year lead to an increase in the per capita GDP growth rate of about 
0.28 percentage points per year. Hence, the gap between South Asia and East Asia in terms 
of FDI inflows, amounting to 1.8% of GDP per year in the 1970s and 1980s, implies that a 
smaller volume of FDI inflows reduced South Asia’s growth rate by 0.5 percentage points 
relative to its East Asian neighbors. 

In column 9, where different slope coefficients for both trade and FDI inflows are 
allowed, all the coefficients are positive and individually statistically insignificant at the 5% 
level.30 But, trade and FDI inflows for the 1970s and 1980s period are jointly significant at 
the 1% level (p=0.004), whereas trade and FDI inflows variables for the 1990–2005 period 
are jointly insignificant, (p=0.379).  

The joint significance of trade and FDI inflows in the 1970s and 1980s period is also 
proved in column 10, where the FDI outflow variable is added. While trade and FDI inflow 
variables for the 1970s and 1980s period are individually statistically insignificant, they are 
still jointly significant at the 1% level (p=0.004). In this framework, trade and FDI inflows 
variables for the 1990–2005 period are jointly marginally significant at the 10% level (p=0.091). 

These findings indicate that the positive effects of trade and investment integration on 
GDP were more significant during the 1970s and 1980s, but economies also benefited from 
deeper international integration during the 1990s and afterwards.    

Column 9 shows that FDI outflows have negative effects on GDP growth, both in the 
1970–1989 and 1990–2005 periods, but the estimated coefficients are individually and jointly 
statistically insignificant. But the strong negative effect of FDI outflows in the 1990–2005 
periods appear in column 10, where trade and FDI inflow variables are included together. 
The estimated coefficient, -0.348 (0.218), implies that, given trade volume and FDI inflows, 
an increase in FDI outflows by one percentage-point of GDP is associated with a lower 
growth rate by 0.16 percentage point.   

 
 
III. Micro-Data Analyses of Economic Growth 

 
 
The findings from cross-country analyses in the previous section have confirmed the 

significantly positive contribution of trade and investment integration on economic growth 
in East Asia, particularly during the 1970s and the 1980s. With a focused use of plant-, firm-, 
and industry-level micro-data from Korea, this section aims to shed more light on links 
between integration and growth in the 1990s and afterwards.  

 
1. Impact of Trade and FDI on Growth: Evidence from Micro-level Data 
 

A growing number of empirical studies using longitudinal microdata confirm that firm 
dynamics (entry and exit, growth and decline of individual firms) is an important 
component of innovation and of aggregate productivity growth. However, empirical 

                                            
30 When slope coefficients are allowed to differ by decade, the estimated coefficients for trade openness in 1980s 

and FDI inflows in 1970s are both positive and individually statistically significant, while others are statistically 
insignificant.  
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studies based on longitudinal micro-data in East Asia are still rare, mainly due to the lack of 
readily available data. 

Aw, Chung, and Roberts (2000) examine and compare links between productivity and 
turnover in the exports market using the longitudinal firm-level data from Taipei,China 
and Korean manufacturing Censuses. They find that exporting producers tend to have 
higher productivity. Their analysis reveals that evidence from Korean firm data is 
consistent with “learning-by-exporting” hypothesis, whereas data from Taipei,China show 
that firms with high productivity self-select to enter export markets.  

While Aw, Chung, and Roberts (2000) focused on the “five-yearly” census data, the 
Korea National Statistical Office compiles the plant-level data “annually” covering all 
plants with five or more employees. Taking advantage of this higher frequency data, and 
using the methods of Bernard and Jensen (1999a and 1999b), Hahn (2005) detects evidence 
of self-selection and (short-lived) “learning-by-exporting” effects in the relation between 
exporting and plant-level productivity in Korea. 

The findings in Hahn (2005) from the Korean data are in fact qualitatively similar to 
those of Bernard and Jensen (1999a and 1999b) from United States data in the following 
aspects: (i) significant and positive contemporaneous correlations are observed between 
levels of exports and productivity; (ii) while exporting plants have substantially higher 
productivity levels and bigger size than non-exporting plants, evidence that exporting 
increases plant productivity growth rates is weak; and (iii) new exporters grow faster 
around the time when they enter the export market.  

A number of studies also investigate the impact of trade liberalization on productivity 
growth. The best-known links between import and productivity are based on increased 
competition, allocative efficiency, and technology-spillovers. By and large, the literature 
supports the positive link between import and productivity growth at firm- or 
industry-level data, but the existing empirical evidence from micro-data is still limited for 
East Asian economies.  

The extent and the channels that international trade can contribute to technology 
spillovers and to productivity growth vary from industry to industry, and also from 
economy to economy, depending on the economic and technological environment. For 
example, gain from trade of the US with China must have little productivity spillovers, 
while exporting cars from Korea to the US seems far more likely to generate technological 
learning. 

FDI is of growing importance in the internationalization of East Asian firms. 
Intraregional trade in East Asia has been increasing with the main engine of this trend 
outsourcing and the international fragmentation of production (Ahn, Fukao, and Ito, 2007). 
The expansion of parts and components trade and processed intermediate goods trade 
accounts for 65% of the total increase of intraregional trade from 1990 to 2003.  

More than half of the expansion of intraregional trade owes to the growth in trade in 
electrical and general machinery. The share of the electrical and general machinery 
industry in total intraregional trade increased from 28% in 1990 to 46% in 2003. 
Intraregional trade in parts and components increased about six-fold between 1990 and 
2003. The growth of intraregional trade in parts and components is closely related with the 
expansion of intraregional trade in electrical and general machinery. In 2003, 90% of total 
intraregional trade in parts and components consisted of electrical and general machinery 
(Ahn, Fukao, and Ito, 2007). 

Many Japanese and Korean firms—especially those in leading export industries such as 
electronics and transportation equipment—are rapidly relocating some segments of their 
production lines and establishing new export bases in the PRC and other East Asian 
economies. Compared with Japan, Korea experienced even more rapid progress in 
outsourcing to East Asian economies, especially the PRC. According to Table 4—based on 
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PRC statistics on investment flows and cumulative inward investment amounts in all 
industries—Korea and Japan have been the top two investors in PRC in recent years in 
terms of investment amounts—if Hong Kong, China is excluded.  

While FDI inflows are often argued to be closely related to technology spillovers from 
foreign advanced firms to domestic producers, existing theoretical models and empirical 
evidence of outbound FDI do not offer a clear answer on the impact of outbound FDI in terms 
of productivity growth of domestic producers. Helpman, Melitz and Yeaple (2004) build a 
multi-economy, multi-sector general equilibrium model in order to explain the decision of 
heterogeneous firms whether to serve overseas markets through exports or through 
“horizontal FDI.” A basic idea of the model is that FDI involves higher sunk costs but lower 
per-unit costs than exporting does in serving the overseas market. The model predicts that 
only the more productive firms will choose to serve foreign markets and that the most 
productive firms among them will further choose FDI to serve the overseas market.31 

According to the model of “horizontal FDI,” it is expected that high-productivity 
producers would self-select themselves overcoming the first hurdle of exporting and the 
second (more challenging) hurdle of “horizontal FDI.” In this case, however, the direction 
of causation is not from FDI to productivity, but from productivity to FDI. Productivity 
implications of the “vertical FDI” are even more complicated. Taking advantage of 
international differences in factor prices by international fragmentation of production 
would probably help improve multinational firms’ profitability. But, it is unclear whether 
such gains in profitability for multinational firms would necessarily mean productivity 
gains in the home economy. All in all, links between outbound FDI and domestic 
productivity growth remain a subject for empirical investigation. 
 
2. Empirical Specification and Data 

 
We investigate the impact of integration (trade and/or FDI) on productivity growth 

using regression equations for the growth in labor productivity (value added per worker) 
and for the total factor productivity (TFP) growth:  

, 3 , 0 , , ,ln ln
ti t i t Plant i t Industry j t D t i i tY Y X Z D uβ β β β ε+ − = + ⋅ + ⋅ + ⋅ + +  

where the left-hand-side variable is the subsequent 3-year growth rate of value added 
per worker (or total factor productivity) at plant (firm) i from year t to year (t +3) and the 
following right-hand-side variables:  

 Xi,t: a vector of plant-specific variables for plant (firm) i in year t, which includes 
the initial levels of the dependent variable (either value added per worker or 
total factor productivity), the capital-labor ratio, research and development 
(R&D) intensity measured as R&D expenditure divided by sales, the export-sales 
ratio, and the number of workers.   

 Zj,t: a vector of industry-specific variables for industry j to which plant i belongs 
in year t, including the industry-level capital-labor ratio, R&D intensity, export 
intensity, and the growth rates of inbound/outbound FDI and trade (exports 
plus imports). Moreover, in order to examine the impact of FDI to—or trade 
with—major partners, we include the industry-level share of each destination or 

                                            
31 The model predicts that the greater the heterogeneity of firms’ productivity, the greater will be FDI sales 

relative to export sales. These predictions are strongly supported by data on US exports and sales of overseas US 
affiliates. Head and Ries (2003) also find from Japanese firm data that firms using both FDI and exports to serve 
foreign markets are more productive than firms that only export. 
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partner: the shares of FDI to PRC, US, Japan, and Korea, the shares of trade with 
PRC, the US, Japan, and Korea.  

 Dt: a vector of year dummy variable 
 ui: plant-specific fixed effects. 

 Plant-level total factor productivity (TFP) is estimated by the chained-multilateral 
index number approach. This uses a separate reference point for each cross-section of 
observations and then chain-links the reference points together over time, as in the 
Tornqvist-Theil index. The output, input, and productivity level of each plant in each year 
is measured relative to the hypothetical plant at the base-time period. This approach allows 
us to make transitive comparisons of productivity levels among observations in a panel 
dataset. The productivity index for plant i at time t is measured as follows:  
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where Y, X, S, and TFP denote output, input, the input share, and the TFP level, 
respectively, and symbols with an upper bar are the corresponding measures for the 
hypothetical firms. The subscripts τ and n are indexes for time and inputs, respectively. 

For the regression analyses, we constructed a plant- and industry-level dataset for the 
Korean manufacturing sector covering the period from 1990 to 2003. This dataset is based 
on four major sources of information: the Annual Report on Mining and Manufacturing Survey 
(Korean National Statistical Office), the UN Commodity Trade Statistics Database (United 
Nations [UN] Statistics Division), the Overseas Direct Investment Statistics Yearbook (The 
Export-Import Bank of Korea) and the Foreign Direct Investment Survey (Ministry of 
Commerce, Industry, and Energy). 

The Mining and Manufacturing Survey is conducted annually by the Korea National 
Statistical Office. The survey covers all plants with five or more employees in the mining 
and manufacturing industries and contains plant-level information on output, input, and a 
variety of additional items, including the 5-digit Korean Standard Industry Classification 
(KSIC) code assigned to each plant based on its major product. Variables such as plant-level 
employment growth, the capital-labor ratio, the ratio of nonproduction- to 
production-workers, labor productivity, and total factor productivity were calculated at the 
plant-level based on the information from this survey. 

The UN Commodity Trade Statistics Database (“UN COMTRADE”) is compiled by the UN 
Statistics Division and contains annual amounts of imports, exports, and re-exports in US 
dollars by commodity and by trading partner. Commodities are classified according to the 
International Trade Classification (SITC: Rev. 1 from 1962, Rev. 2 from 1976 and Rev. 3 from 
1988) and the Harmonized System (HS) (from 1988 with revisions in 1996 and 2002). 
Imports from and exports to Korea’s major trading partners by commodity based on the 
SITC Rev. 3 and on the HS system from 1990 to 2003 are downloaded from the UN 
COMTRADE website [http://unstats.un.org/unsd/COMTRADE/].  

The Overseas Direct Investment Statistics Yearbook is published by the Export-Import Bank 
of Korea, an official export credit agency providing comprehensive credit and guarantees 
for trade and overseas investment. The yearbook reports the flows and stock of outbound 
foreign direct investment by industry and by destination. The Export-Import Bank has its 
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own code for industry classification (“EXIM code”) which by and large is comparable to the 
3-digit KSIC code. For example, the manufacturing sector as a whole consists of 71 
industries according to the 3-digit KSIC code and of 70 industries according to the EXIM 
code. Information on annual FDI flows and stocks disaggregated by the EXIM code and by 
destination was downloaded from the Bank’s website [http://www.koreaexim.go.kr/en/]. 

The Ministry of Commerce, Industry, and Energy reports quarterly and annual FDI 
inflows data by industry, by region, by investment type, and by investment size. In this 
dataset, which covers the period of 1991–2005, the manufacturing sector consists of 11 
sub-sectors.     

While the Manufacturing Survey contains plant-level information, the trade and FDI 
databases do not provide plant-level information. Therefore, to merge these four different 
sources, we can link the data only at a certain level of industry-wide aggregation. As the 
basic industry classification for our analysis, we use the 78 sector classification of the 
National Accounting, where the manufacturing sector consists of 34 sub-sectors. Summary 
statistics for key variables used in the regression analyses are in Table 5.  

 
3. Regression Results 

 
Applying a fixed-effect panel regression method, we estimate the regression equations for 

the plant-level labor productivity growth and for the TFP growth. Table 6 and Table 7 
summarize the fixed-effect panel estimation results for labor productivity growth and for the 
TFP growth, respectively. They strongly suggest that economic integration such as inbound 
FDI, outbound FDI, and trade contributes to the productivity growth in one way or another. 
For both Table 6 and Table 7, columns 1 and 2 show regression results without including the 
growth rate of industry-level FDI inflows, while columns 3 and 4 are the results when the 
growth rate of industry-level FDI inflows is included as an explanatory variable.    

We first look at the regression results for growth in labor productivity (value added per 
worker), which is conceptually similar to the per capita GDP growth in the previous section. 
The first explanatory variable in Table 6, the log of value added per worker at the start of 
each 3-year period captures the “conditional convergence” effect. The first explanatory 
variable (the ratio of nonproduction workers to production workers) can be interpreted as a 
proxy for skill-intensity or education-intensity of each plant, in the sense that 
nonproduction workers tend to be more skilled or more educated. The next four variables 
(capital-to-labor ratio, R&D expenditures to sales ratio, export to sales ratio, and the log of 
employment size) are all plant-level variables. Table 6 shows that a plant with (i) a higher 
share of nonproduction workers, (ii) higher capital-labor ratio, (iii) more export-oriented, 
and (iv) with a bigger size at the start of each 3-year period, tends to have a faster labor 
productivity growth during the 3-year period. On the other hand, the coefficients for the 
plant-level R&D intensity were positive but insignificant. 

Now we turn to the industry-level variables as determinants of plant-level productivity 
growth. Coefficients for the industry-level capital intensity and for the industry-level R&D 
intensity are almost always significantly positive, while coefficients for the industry-level 
nonproduction workers’ ratio and export intensity tend to be significantly negative. At face 
value, these results suggest that investment in physical capital and in R&D activities tend to 
have industry-wide spillover effects. The fact that the industry-level skill-intensity or the 
industry-level export-intensity show negative effects on individual plants’ productivity 
growth seems to reflect adversarial effects from intensified competition. The 
import-penetration ratio had insignificant effects of plant-level productivity growth.  

As a comparison of Table 6 and Table 7 reveals, the basic conclusion on the 
industry-level determinants of plant-level productivity growth holds true both for the labor 
productivity growth and for the TFP growth. Similarly, the size of a plant or the export 
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intensity of a plant tends to be positively correlated with productivity growth (both for 
labor productivity and TFP). In contrast, the positive effects of plant-level skill-intensity 
and of R&D intensity seem to be limited only to labor productivity growth. 

We have now finally returned to the main issues of this section, that is, links between 
integration and productivity growth. First, both Table 6 and Table 7 confirm that plants in 
an industry that experienced a higher growth rate of FDI inflows over the previous 3 years 
tend to have significantly faster productivity growth over the following 3-year period. Both 
Table 6 and Table 7 also reveal that industry-level FDI outflows and industry-level trade also 
have positive spillover effects on individual plants’ productivity growth in one way or 
another. According to the regression results, positive contribution of outbound FDI growth  
is clearly observed when inbound FDI growth is taken into account (columns 3 and 4). In 
contrast, the positive contribution of trade growth on productivity growth is more clearly 
shown when FDI inflow growth is not included as an explanatory variable (columns 1 and 2).  

Regression results so far indicate that an increased degree of international integration at 
the industry level tends to be followed by faster productivity growth at the plant-level. 
Columns 2 and 4 of Table 6 and Table 7 reveal that not only the degree of international 
integration but also the composition of the integration matters. Regression results of 
columns 2 and 4 suggest that increased integration with more advanced economies could 
have even larger benefits in terms of domestic producers’ productivity growth. 

  
 
IV. Concluding Remarks 

 
 
The successful performance of East Asian economies over the last four decades is 

broadly attributed to favorable conditions—such as relatively higher levels of investment, 
human capital, and quality of institutions, and lower levels of fertility, government 
consumption, and inflation. In addition, international openness is critical to East Asia’s 
rapid economic growth. The process of fast income growth achieved in East Asian 
economies has occurred with rapid growth in trade and direct investment flows. 

This paper shows there is a positive relationship between international integration and 
long-term growth both at aggregate-economy and micro-firm levels. The cross-country 
regression highlights that trade openness and FDI inflows have a significantly positive 
impact on income growth. Micro-level evidence also confirms the positive role of global 
integration through trade and direct investment in productivity growth. The estimation 
based on Korean manufacturing data strongly suggests that global integration through 
inbound FDI, outbound FDI, and trade contributes to the plant-level labor productivity 
growth and the TFP growth.   

Our empirical findings suggest that the relationship between trade openness and 
foreign FDI inflows and GDP growth was not strong in the 1990s and afterwards, 
compared with 1970–1989. We also find FDI outflows have a negative effect on GDP 
growth at the aggregate economy level. Micro-data analysis reveals further evidence that 
the impact of outbound FDI depends on the destination of FDI.  

While deeper trade and investment integration process continues to be beneficial to 
Asian economies, it seems a certain change has occurred in the mechanism by which 
international integration influences income growth. The impact of global integration on 
productivity growth depends on the nature of trade and production links between 
economies. Considering the economic emergence of China and India in the region, it is 
important for emerging Asian economies to expand linkages to these economies to 
maximize the benefits accrued from integration.  
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Table 1: Growth Performance in East Asia 
 

 GDP per capita Average Annual per capita GDP Growth (%) 

Economy 1970 2005 2005/ 
1970 

1960–1970 1970–1975 1975–1980 1980–1985 1985–1990 1990–1995 1995–2000 2000–2005 1970– 
2005 

China, People’s Rep. of 500 5826 11.7 1.09 3.27 4.82 8.25 7.80 9.61 7.85 7.51 7.02 

Hong Kong, China 6967 31537 4.5 7.41 4.32 8.77 3.58 6.29 4.07 0.23 2.93 4.31 

Indonesia 1273 4237 3.3 1.73 6.16 3.69 1.25 5.49 4.77 0.36 2.33 3.44 

Korea, Rep. of 2552 19072 7.5 5.60 5.64 5.69 6.22 8.94 6.53 3.32 3.89 5.75 

Malaysia 2529 13215 5.2 3.40 7.63 5.80 2.61 4.00 6.13 3.95 2.94 4.72 

Philippines 2431 4072 1.7 1.76 3.39 2.81 -2.57 1.96 0.38 3.11 1.25 1.48 

Singapore 6838 30518 4.5 4.83 6.18 6.72 2.32 5.71 5.66 2.61 0.72 4.27 

Taipei, China 2846 21626 7.6 6.79 6.72 8.07 4.90 7.80 5.98 4.70 2.40 5.80 

Thailand 1734 7937 4.6 4.93 3.32 5.60 4.31 7.40 6.49 -0.77 4.08 4.35 

East Asia 9 Avg. 3074 15338 5.0 4.17 5.18 5.77 3.43 6.15 5.51 2.82 3.12 4.57 

             

Brazil 4026 7530 1.9 4.21 6.60 3.81 -0.74 0.90 0.18 0.85 0.91 1.79 

Japan 11391 25290 2.2 9.27 2.91 3.28 2.27 4.43 1.05 0.93 1.07 2.28 

India 1155 3432 3.0 2.59 0.42 2.68 3.18 3.67 2.08 4.54 5.22 3.11 

United States 17321 37015 2.1 2.96 1.78 2.64 2.42 2.11 1.53 3.22 1.49 2.17 

Notes: Per capita GDP levels and growth rates are based on 2000 international (purchasing power parity adjusted) prices, based on the Penn World Tables 6.2. The 
average is unweighted average for nine East Asian economies.  
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Table 2: Summary of Key Variables by Region, 1970–1975 and 2000–2005 periods 
(Unweighted average) 

 
 East Asia 

(N=9) 
Latin America

(N=21)
Sub-Saharan

Africa (N=18)
South Asia 

(N=4)
 
 1970–1975 
Per capita GDP growth  

0.052 0.025 0.017 0.008
Per capita GDP in 1970 

3074 4664 1554 1290
Investment/GDP 

0.228 0.150 0.151 0.106
Fertility rate in 1970 

4.8 5.5 6.7 6.0
Schooling in 1970 

3.96 3.36 1.31 2.14
Life expectancy in 1970 

64.8 65.1 51.3 58.6
Government consumption  

0.050 0.102 0.139 0.085
Rule-of-law index 

0.611 0.381 0.357 0.292
Inflation 

0.105 0.202 0.105 0.151
Democracy index 

0.346 0.479 0.222 0.736
Terms of trade 

0.003 -0.009 -0.047 -0.085
Balance-of-payments crisis 

0.22 0.29 0.06 0.25
Trade openness 

0.324 -0.147 -0.011 -0.106
FDI inflows/GDP 

0.0179 0.0212 0.0125 0.0003
FDI outflows/GDP 

0.0011 0.0009 0.0005 -0.0003
  
 

2000–2005  
Per capita GDP growth  

0.031 0.013 0.015 0.038
Per capita GDP in 2000 

13448 6524 1959 2755
Investment/GDP 

0.218 0.128 0.085 0.111
Fertility rate in 2000 

2.0 3.0 5.5 3.2
Schooling in 2000 

7.62 5.78 3.32 3.94
Life expectancy in 2000 

4.3 4.2 3.8 4.2
Government consumption  

0.095 0.139 0.156 0.187
Rule-of-law index 

0.643 0.450 0.453 0.483
Inflation 

0.025 0.083 0.127 0.054
Democracy index 

0.570 0.741 0.493 0.560
Terms of trade 

-0.018 0.002 -0.011 -0.039
Balance-of-payments crisis 

0.00 0.33 0.33 0.00
Trade openness 

1.049 -0.155 -0.115 0.016
FDI inflows/GDP 

0.0462 0.0361 0.0261 0.0094
FDI outflows/GDP 

0.0340 0.0087 0.0021 0.0008
Notes: see next page. 
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Notes to Table 2 
 
 
The sample consists of the 85 economies that are used in the regressions in Table 3. Per 

capita GDP levels and growth rates are based on 2000 international (purchasing power 
parity adjusted) prices, based on the Penn-World Tables 6.2, as described in Heston, A., R. 
Summers, and B. Aten (2006).   

Schooling data is the average years of schooling for population aged 25 and above from 
Barro and Lee (2001). The investment ratio is the ratio of real investment (private plus 
public) to real GDP, based on the Penn-World Tables 6.2, averaged over the period. The 
government consumption measure is the ratio of real government consumption (exclusive 
of spending on education and defense) to GDP, based on the World Tables 6.2. The life 
expectancy at age one and fertility rate are from World Bank, World Development Indicators. 
The rule-of-law index, expressed on a zero-to-one scale, with one being the most favorable, 
is based on the International Country Risk Guide’s maintenance of the rule of law index. The 
inflation rate is the growth rate over each period of a consumer price index. The democracy 
index, expressed on a zero-to-one scale, with one being the most favorable, is based on the 
indicator of political rights compiled by Freedom House. The growth rate of the terms of 
trade is the change of export over import prices over the period. The 
balance-of-payments-crisis variable is described in the footnote 4 to the text. The trade 
openness variable is the ratio of exports plus imports to GDP, filtered for the estimated 
effects on this measure from the logs of population and area. The measure of FDI inflows or 
outflows is the average ratio of FDI inflows or outflows over the contemporaneous 5-year 
period, sourced from UNCTAD, World Investment Report. The nine East Asian economies 
include PRC; Hong Kong, China; Indonesia; Korea; Malaysia; Philippines; Singapore, 
Taipei,China; and Thailand. South Asia includes Bangladesh, India, Pakistan, and Sri 
Lanka.   
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Table 3. Cross-country Panel Regressions for Per Capita GDP Growth Rate 
 

 (1) (2) (3) (4) (5) 

Log (per capita GDP) -0.0205** 
(0.0031) 

-0.0226** 
(0.0033) 

-0.0204** 
(0.0033) 

-0.0201** 
(0.0032) 

-0.0178** 
(0.0031) 

Investment/GDP 0.0192 
(0.0198) 

0.0319 
(0.0195) 

0.0424** 
(0.0196) 

0.0193 
(0.0194) 

0.0203 
(0.0192) 

Log (total fertility rate) -0.0211** 
(0.0055) 

-0.0257** 
(0.0058) 

-0.0238** 
(0.0058) 

-0.0217** 
(0.0056) 

-0.0199** 
(0.0056) 

Average years of 
schooling 

0.0013 
(0.0010) 

0.0009 
(0.0010) 

0.0008 
(0.0010) 

0.0013 
(0.0010) 

0.0014 
(0.0010) 

Log (life expectancy) 0.0221 
(0.0143) 

0.0274* 
(0.0150) 

0.0353** 
(0.0160) 

0.0220 
(0.0142) 

0.0265* 
(0.0151) 

Government 
consumption/GDP 

-0.0440* 
(0.0236) 

-0.0495** 
(0.0236) 

-0.0515** 
(0.0249) 

-0.0442* 
(0.0234) 

-0.0381 
(0.0243) 

Rule-of-law index 0.0151** 
(0.0069) 

0.0177** 
(0.0071) 

0.0168** 
(0.0075) 

0.0156** 
(0.0069) 

0.0131* 
(0.0072) 

Inflation rate 
 

-0.0195** 
(0.0091) 

-0.0151* 
(0.0088) 

-0.0165* 
(0.0088) 

-0.0206** 
(0.0089) 

-0.0256** 
(0.0088) 

Democracy index 0.0390** 
(0.0177) 

0.0497** 
(0.0177) 

0.0495** 
(0.0185) 

0.0423** 
(0.0175) 

0.0413** 
(0.0178) 

Democracy index 
Squared 

-0.0275 
(0.0167) 

-0.0393** 
(0.0165) 

-0.0410** 
(0.0172) 

-0.0308* 
(0.0165) 

-0.0320* 
(0.0169) 

Growth rate of terms of 
trade 

0.0307 
(0.0205) 

0.0340 
(0.0208) 

0.0380* 
(0.0224) 

0.0295 
(0.0203) 

0.0234 
(0.0217) 

Balance-of-payments 
crisis  

-0.0119** 
(0.0048) 

-0.0144** 
(0.0051) 

-0.0123** 
(0.0051) 

-0.0111** 
(0.0047) 

-0.0087* 
(0.0045) 

Trade openness 
 

0.0075** 
(0.0037) 

-- -- 0.0058 
(0.0046) 

0.0071 
(0.0046) 

FDI inflows/GDP -- 0.0940 
(0.0656) 

-- 0.0469 
(0.0729) 

0.1250 
(0.0813) 

FDI outflows/GDP  -- -- -0.0848 
(0.0709) 

-- -0.1993** 
(0.0717) 

No. of economies 85 85 85 85 85 

No. of observations 539 541 508 536 503 
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Table 3. Continued  
 
 (6) (7) (8) (9) (10) 

Log (per capita 
GDP) 

-0.0201** 
(0.0032)0.0104 

(0.0202) 

-0.0227** 
(0.0032) 

-0.0203** 
(0.0033) 

-0.0206** 
(0.0031) 

-0.0177** 
(0.0032) 

Investment/GDP 0.0104 
(0.6063) 

0.0277 
(0.0192) 

0.0411** 
(0.0200) 

0.0110 
(0.0196) 

0.0110 
(0.0200) 

Log (total fertility rate) -0.0205** 
(0.0055) 

-0.02525** 
(0.0057) 

-0.0242** 
(0.0059) 

-0.0212** 
(0.0056) 

-0.0205** 
(0.0057) 

Average years of 
schooling 

0.0015 
(0.0010) 

0.0011 
(0.0010) 

0.0009 
(0.0010) 

0.0015 
(0.0010) 

0.0017* 
(0.0010) 

Log (life expectancy) 0.0253* 
(0.0144) 

0.0306** 
(0.0149) 

0.0342** 
(0.0160) 

0.0256* 
(0.0143) 

0.0262* 
(0.0151) 

Government 
consumption/GDP 

-0.0474** 
(0.0235) 

-0.0568** 
(0.0233) 

-0.0489* 
(0.0252) 

-0.0512** 
(0.0233) 

-0.0352 
(0.0246) 

Rule-of-law index 0.0128* 
(0.0070) 

0.0176** 
(0.0070) 

0.0169** 
(0.0075) 

0.0142** 
(0.0069) 

0.0130* 
(0.0072) 

Inflation rate 
 

-0.0146 
(0.0090) 

-0.0121 
(0.0088) 

-0.0172* 
(0.0090) 

-0.0156* 
(0.0090) 

-0.0240** 
(0.0090) 

Democracy index 0.0349** 
(0.0177) 

0.0493** 
(0.0175) 

0.0505** 
(0.0187) 

0.0405** 
(0.0174) 

0.0422** 
(0.0180) 

Democracy index 
Squared 

-0.0245 
(0.0167) 

-0.0397** 
(0.0163) 

-0.0423** 
(0.0175) 

-0.0303* 
(0.0164) 

-0.0337** 
(0.0171) 

Growth rate of 
terms of trade 

0.0283 
(0.0205) 

0.0293 
(0.0210) 

0.0386* 
(0.0224) 

0.0252 
(0.0204) 

0.0209 
(0.0218) 

Balance-of-payment
s crisis  

-0.0111** 
(0.0049) 

-0.0145** 
(0.0051) 

-0.0128** 
(0.0051) 

-0.0106** 
(0.0047) 

-0.0088* 
(0.0046) 

Trade openness 
*1970–1989 

0.0165** 
(0.0054) 

-- -- 0.0106 
(0.0065) 

0.0115 
(0.0072) 

Trade openness 
*1990–2005  

0.0055 
(0.0038) 

-- -- 0.0040 
(0.0050) 

0.0060 
(0.0050) 

FDI inflow/GDP 
*1970–1989s 

-- 0.2805** 
(0.1072) 

-- 0.1805 
(0.1254) 

0.1731 
(0.1351) 

FDI inflows/GDP 
*1990–2005  

-- 0.0251 
(0.0739) 

-- 0.0292 
(0.0865) 

0.0837 
(0.0981) 

FDI outflow/GDP 
*1970–1989 

-- -- -0.1897 
(0.2222) 

-- -0.3484 
(0.2183) 

FDI outflows/GDP 
*1990–2005  

-- -- -0.0868 
(0.0709) 

-- -0.1607** 
(0.0764) 

No. of countries 85 85 85 85 85 

No. of observations 539 541 508 536 503 

Notes: see next page. 
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Notes to Table 3 

 
 
The system has seven equations, corresponding to the periods 1970–1975, 1975–1980, 

1980–1985, 1985–1990, 1990–1995, 1995–2000, and 2000–2005. The dependent variables are 
the growth rates of per capita GDP. Data on GDP are from Penn-World Tables version 6.2.  

The log of per capita GDP, the average years of male secondary and higher schooling, 
and the log of life expectancy at age one are measured at the beginning of each period. The 
ratios of government consumption and investment to GDP, the inflation rate, the total 
fertility rate, the growth rate of the terms of trade, the democracy index, the trade openness, 
FDI inflows and FDI outflows are period averages. The rule-of-law index is the earliest 
value available (for 1982 or 1985) in the first equation and the period average for the other 
equations. 

Estimation is by three-stage least squares. Instruments are the actual values of the 
variables for schooling, life expectancy, openness, and the terms of trade; dummy variables 
for Spanish or Portuguese colonies and other colonies (which have substantial explanatory 
power for inflation); lagged values of the log of per capita GDP, the government 
consumption ratio, and the investment ratio; and the initial values for each period of the 
rule-of-law index, democracy index, FDI inflows and FDI outflows. In the first two 
equations, the rule-of-law indicator is for 1982 or 1985. The initial values of foreign 
reserve-import ratio are used as an instrument for balance-of-payments crisis. Individual 
constants (not shown) are included for each period.  ** and * indicates significant at 5% 
and 10% levels. 
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Table 4. Inward FDI into the People’s Republic of China, by source economy (in US$ 10,000’s) 
 

(a) Number of inward FDI projects and amount of investment

World Total 41,081 (100.0) 43,664 (100.0) 5,350,467 (100.0) 6,062,998 (100.0)
Hong Kong, China 13,633 (33.2) 14,719 (33.7) 1,770,010 (33.1) 1,899,830 (31.3)
Japan 3,254 (7.9) 3,454 (7.9) 505,419 (9.4) 545,157 (9.0)
Taipei,China 4,495 (10.9) 4,002 (9.2) 337,724 (6.3) 311,749 (5.1)
Macau 580 (1.4) 715 (1.6) 41,660 (0.8) 54,639 (0.9)
Korea, Rep. of 4,920 (12.0) 5,625 (12.9) 448,854 (8.4) 624,786 (10.3)
US 4,060 (9.9) 3,925 (9.0) 419,851 (7.8) 394,095 (6.5)
Canada 901 (2.2) 995 (2.3) 56,351 (1.1) 61,387 (1.0)
Europe 2,074 (5.0) 2,423 (5.5) 393,031 (7.3) 423,904 (7.0)

Germany 451 (1.1) 608 (1.4) 85,697 (1.6) 105,848 (1.7)
France 269 (0.7) 289 (0.7) 60,431 (1.1) 65,674 (1.1)
Italy 297 (0.7) 358 (0.8) 31,670 (0.6) 28,082 (0.5)
Netherland 189 (0.5) 199 (0.5) 72,549 (1.4) 81,056 (1.3)
UK 438 (1.1) 488 (1.1) 74,247 (1.4) 79,282 (1.3)

ASEAN-5 2,128 (5.2) 2,156 (4.9) 285,309 (5.3) 290,962 (4.8)
Singapore 1,144 (2.8) 1,279 (2.9) 205,840 (3.8) 200,814 (3.3)
Indonesia 143 (0.3) 122 (0.3) 15,013 (0.3) 10,452 (0.2)
Malaysia 350 (0.9) 352 (0.8) 25,103 (0.5) 38,504 (0.6)
Philippines 297 (0.7) 241 (0.6) 22,001 (0.4) 23,324 (0.4)
Thailand 194 (0.5) 162 (0.4) 17,352 (0.3) 17,868 (0.3)

Others 5,036 (12.3) 5,650 (12.9) 1,092,258 (20.4) 1,456,489 (24.0)
Br. Virgin Iss. 2,218 (5.4) 2,641 (6.0) 577,696 (10.8) 673,030 (11.1)

(b) Cumulative number and amount of investment of inward FDI projects (in US$10,000's)

World Total 465,277 (100.0) 508,941 (100.0) 5,015 (100.0) 5,612 (100.0)
Hong Kong, China 224,509 (48.3) 239,228 (47.0) 2,226 (44.4) 2,416 (43.0)
Japan 28,401 (6.1) 31,855 (6.3) 414 (8.3) 468 (8.3)
Taipei,China 60,186 (12.9) 64,188 (12.6) 365 (7.3) 396 (7.1)
Macau 8,407 (1.8) 9,122 (1.8) 52 (1.0) 57 (1.0)
Korea, Rep. of 27,128 (5.8) 32,753 (6.4) 197 (3.9) 259 (4.6)
US 41,340 (8.9) 45,265 (8.9) 441 (8.8) 480 (8.6)
Canada 6,941 (1.5) 7,936 (1.6) 39 (0.8) 45 (0.8)
Europe 16,158 (3.5) 18,581 (3.7) 379 (7.6) 421 (7.5)

Germany 3,504 (0.8) 4,112 (0.8) 89 (1.8) 99 (1.8)
France 2,302 (0.5) 2,591 (0.5) 61 (1.2) 68 (1.2)
Italy 2,137 (0.5) 2,495 (0.5) 25 (0.5) 28 (0.5)
Netherland 1,254 (0.3) 1,453 (0.3) 51 (1.0) 59 (1.0)
UK 3,856 (0.8) 4,344 (0.9) 114 (2.3) 122 (2.2)

ASEAN-5 21,158 (4.5) 23,314 (4.6) 321 (6.4) 350 (6.2)
Singapore 11,871 (2.6) 13,150 (2.6) 235 (4.7) 255 (4.6)
Indonesia 1,079 (0.2) 1,201 (0.2) 13 (0.3) 14 (0.2)
Malaysia 2,888 (0.6) 3,240 (0.6) 31 (0.6) 35 (0.6)
Philippines 1,945 (0.4) 2,186 (0.4) 16 (0.3) 19 (0.3)
Thailand 3,375 (0.7) 3,537 (0.7) 25 (0.5) 27 (0.5)

Others 31,049 (6.7) 36,699 (7.2) 582 (11.6) 718 (12.8)
Br. Virgin Iss. 8,877 (1.9) 11,518 (2.3) 302 (6.0) 369 (6.6)

Note:  Figures in parentheses indicate shares in World Total in percent.
Source: Ministry of Commerce, People's Republic of China (2004, 2005). 

No. of projects
2003 2004

No. of projects

Amount of investments fulfilled
2003 2004

Amount of investments fulfilled
up to 2003 up to 2004 up to 2003 up to 2004
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Table 5. Summary of Key Variables for the Plant-Level Data Analyses 
 

 

 

Variable Mean Std. Dev. Min Max
ln(LP)i,t 3.30390 0.73301 -0.97433 8.78669
ln(TFP)i,t 0.00618 0.67907 -3.19537 4.10403
(Non-production worker share)i,t 0.38733 0.80939 0 193.40000
(Capital-labor ratio)i,t 30.46873 85.28126 0.00358 22995.80000
(R&D intensity)i,t 0.00702 0.22608 0 131.22330
(Export-sales ratio)i,t 0.06603 0.24527 0 88.23529
ln(Number of workers)i,t 2.88361 1.02232 0.69315 10.42088
(Non-production worker share)j,t 0.38250 0.15375 0.12528 1.04929
(Capital-labor ratio)j,t 50.91503 51.65717 4.89101 831.67880
(R&D intensity)j,t 0.00966 0.01038 0 0.08460
(Export intensity)j,t 0.19718 0.15654 0 0.77480
(Import penetration ratio)j,t 0.22329 0.26044 0.00023 6.39863
(Preceding inbound FDI growth r 0.94408 0.60230 0.08200 2.68300
(Preceding outbound FDI growth 0.65006 7.48124 -1.60808 227.14290

(FDI to PRC share)j,t 0.27726 0.26148 0 3.22876
(FDI to Japan share)j,t 0.00394 0.02706 0 0.46643

(FDI to US share)j,t 0.16696 0.22482 0 1.09776
(Preceding trade growth rate)j,t 0.09816 0.80948 -0.96803 112.18260

(Trade with PRC share)j,t 0.07030 0.06342 0 0.67365
(Trade with Japan share)j,t 0.20699 0.13059 0 0.73918

(Trade with US share)j,t 0.19870 0.12160 0 0.82800
i:  plant-level, j : industry-level, t : 1994-2003



Chaper 2-1 Integration and Growth in East Aisa  

 

59 

Table 6. Plant-Level Fixed Effect Panel Regressions (Labor Productivity Growth) 
  (1) (2) (3) (4) 

ln(LP)i,t -0.34226  *** -0.34223  *** -0.34611  *** -0.34597  *** 

 (0.00068)  (0.00068)  (0.00072)  (0.00073)  

(Non-production worker share)i,t 0.00123  ** 0.00124  ** 0.00094  * 0.00095  * 

 (0.00054)  (0.00054)  (0.00053)  (0.00054)  

(Capital-labor ratio)i,t 0.00002  ** 0.00002  ** 0.00001  ** 0.00001  ** 

 (0.00001)  (0.00001)  (0.00001)  (0.00001)  

(R&D intensity)i,t 0.00044    0.00047    0.00039    0.00043    

 (0.00052)  (0.00052)  (0.00049)  (0.00049)  

(Export intensity)i,t 0.00300  ** 0.00298  ** 0.00192  * 0.00189    

 (0.00126)  (0.00126)  (0.00115)  (0.00115)  

ln(Number of workers)i,t 0.02272  *** 0.02247  *** 0.02135  *** 0.02105  *** 

 (0.00096)  (0.00096)  (0.00103)  (0.00103)  

(Non-production worker share)j,t -0.02888  *** -0.03426  *** -0.05689  *** -0.05819  *** 

 (0.00548)  (0.00561)  (0.00572)  (0.00585)  

(Capital-labor ratio)j,t 0.00014  *** 0.00014  *** 0.00012  *** 0.00012  *** 

 (0.00001)  (0.00001)  (0.00001)  (0.00001)  

(R&D intensity)j,t 0.35607  *** 0.23745  *** 0.44618  *** 0.33289  *** 

 (0.04735)  (0.04799)  (0.04973)  (0.05063)  

(Export intensity)j,t -0.00175    0.00503    -0.02556  *** -0.01598  *** 

 (0.00417)  (0.00435)  (0.00452)  (0.00470)  

(Import penetration ratio)j,t -0.00006    0.00046    0.00075    0.00115    

  (0.00203)   (0.00203)   (0.00213)   (0.00213)   

(Preceding inbound FDI growth rate)j,t     0.01067  *** 0.01045  *** 

          (0.00074)   (0.00075)   

(Preceding outbound FDI growth rate)j,t 0.00001   -0.00014   0.00082  *** 0.00086  *** 

  (0.00016)   (0.00016)   (0.00018)   (0.00018)   

(FDI to China share)j,t   -0.01342  ***  -0.00537  *** 

      (0.00187)       (0.00198)   

(FDI to Japan share)j,t   0.43269  ***  0.41530  *** 

      (0.03965)       (0.04264)   

(FDI to USA share)j,t   0.00691  ***  0.01335  *** 

      (0.00196)       (0.00212)   

(Preceding trade growth rate)j,t 0.00108  ** 0.00112  ** 0.00066   0.00100  * 

  (0.00044)   (0.00044)   (0.00051)   (0.00052)   

(Trade with China share)j,t   -0.01862  **   0.01377   

      (0.00823)       (0.00945)   

(Trade with Japan share)j,t   0.01721  ***  0.02380  *** 

      (0.00460)       (0.00491)   

(Trade with USA share)j,t   0.01432  ***  0.00071   

      (0.00544)       (0.00595)   

Intercept 1.06119  *** 1.05428  *** 1.10687  *** 1.09825  *** 

  (0.00449)   (0.00512)   (0.00486)   (0.00552)   

Number of observations 422343  422343  365264  365264  

F value 12460.8    9821.8    11080.4    8734.7    

R-squared 0.5662    0.5667    0.5747    0.5751    

Note: Heteroskedasticity-robust standard errors are in parentheses. ***, **, and *: significant at 1%, 5% and 10% levels. 

 



 The 2007 KDI-KAEA Conference on Enhancing Productivity and Sustaining Growth 

 

60 

Table 7.  Plant-Level Fixed Effect Panel Regressions (TFP Growth) 
  (1) (2) (3) (4) 
ln(TFP)i,t -0.35299  *** -0.35291  *** -0.35673  *** -0.35663  *** 
 (0.00084)  (0.00084)  (0.00090)  (0.00090)  
(Non-production worker share)i,t 0.00016    0.00018    0.00027    0.00028    
 (0.00068)  (0.00068)  (0.00073)  (0.00073)  
(Capital-labor ratio)i,t 0.00000    0.00000    0.00000    0.00000    
 (0.00001)  (0.00001)  (0.00001)  (0.00001)  
(R&D intensity)i,t -0.00431    -0.00397    -0.00589    -0.00565    
 (0.00652)  (0.00651)  (0.00673)  (0.00671)  
(Export intensity)i,t 0.00633  *** 0.00618  *** 0.00540  *** 0.00528  *** 
 (0.00164)  (0.00161)  (0.00147)  (0.00145)  
ln(Number of workers)i,t 0.00535  *** 0.00508  *** 0.00388  *** 0.00354  *** 
 (0.00121)  (0.00121)  (0.00130)  (0.00130)  
(Non-production worker share)j,t -0.04259  *** -0.04267  *** -0.06878  *** -0.06652  *** 
 (0.00750)  (0.00764)  (0.00786)  (0.00799)  
(Capital-labor ratio)j,t 0.00014  *** 0.00015  *** 0.00013  *** 0.00014  *** 
 (0.00002)  (0.00002)  (0.00002)  (0.00002)  
(R&D intensity)j,t 0.16421  *** 0.09668    0.29959  *** 0.23200  *** 
 (0.06291)  (0.06360)  (0.06637)  (0.06737)  
(Export intensity)j,t -0.00280    0.00432    -0.02594  *** -0.01644  *** 
 (0.00568)  (0.00594)  (0.00617)  (0.00642)  
(Import penetration ratio)j,t -0.00030    0.00030    -0.00051    -0.00020    
  (0.00270)   (0.00270)   (0.00290)   (0.00291)   
(Preceding inbound FDI growth rate)j,t     0.00999  *** 0.00951  *** 
      (0.00094)   (0.00095)   
(Preceding outbound FDI growth rate)j,t 0.00003   -0.00009   0.00087  *** 0.00087  *** 
  (0.00019)   (0.00019)   (0.00023)   (0.00023)   

(FDI to China share)j,t   -0.00665  ***  -0.00009   
    (0.00218)      (0.00230)   

(FDI to Japan share)j,t   0.15543  ***  0.14406  ** 
    (0.05346)      (0.05739)   

(FDI to USA share)j,t   0.01282  ***  0.01873  *** 
    (0.00263)      (0.00285)   
(Preceding trade growth rate)j,t 0.00163  *** 0.00172  *** 0.00057   0.00086   
  (0.00054)   (0.00054)   (0.00069)   (0.00071)   

(Trade with China share)j,t   -0.00622     0.01313   
    (0.01058)      (0.01230)   

(Trade with Japan share)j,t   0.01947  ***  0.02198  *** 
    (0.00623)      (0.00672)   

(Trade with USA share)j,t   0.03667  ***  0.02446  *** 
    (0.00732)      (0.00805)   
Intercept -0.00523   -0.02127  *** 0.07270  *** 0.05665  *** 
  (0.00507)   (0.00602)   (0.00535)   (0.00650)   

Number of observations 331388   331388   286819   286819   
F value 8847.8    6964.1    7830.2    6164.5    
R-squared 0.5244    0.5246    0.5301    0.5303    
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Figure 1. Trade and FDI Flows of East Asia* 

A. Trade Volume, Exports and Imports (as share of GDP)
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B. FDI flows (as share of GDP)
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* East Asia comprises the People's Republic of China, Hong Kong, Taipei,China, Korea, Indonesia, Malaysia, 
Philippines, Singapore, and Thailand. 
Source: World Bank, World Development Indicators 2006; UNCTAD, World Investment Report 2006; data for 
Taipei,China from ADB Statistical Database System. 
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Figure 2. The Emergence of East Asia  
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Source: World Bank, World Development Indicators 2006; UNCTAD, World Investment Report 2006; data for 
Taipei,China from ADB Statistical Database System.  
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Comments on “Integration and Growth in East Asia” 

 
 

Siwook Lee,  
Korea Development Institute 

 
 

 
This paper is very interesting and informative in several aspects. First of all, I'm 

impressed with extensiveness of the dataset used both at aggregate-level and at micro-level 
in this paper. Furthermore, this paper deals with various types of economic integration, 
such as international trade, FDI inflows and outflows in a somehow unified way. After 
having read the paper thoroughly, however, I ended up with much more questions than 
the authors initially tried to answer. This implies that there are still lots of questions that 
need to be answered. Among these, I'd like to share some key questions and comments that 
I have in mind.  

First, the authors claim that they find a positive relationship between international 
integration and the long-term economic growth both at aggregate economy and at micro 
level. But my impression from the cross-country analysis is that economic policy and 
institutional factors, such as democracy, rule of law, and macroeconomic stability, rather 
than economic integration itself, matters much more for the GDP growth., even though the 
significance of such policy effects could be possibly driven by outliers in the cross-country 
sample, which represent instances of extremely "bad" policies.  

Second, the importance of FDI in the world economy has been ever increasing. There 
has been public perception that FDI outflows would divert resources from domestic 
investment and consequently reduce employment and other domestic activities. What the 
cross-country analysis indicates is that FDI outflows appear to have a negative effect, 
seemingly supportive of so-called "hollowing-out effects". 

Recently, Desai, Foley and Hines (2005) and Lee(2007) argue that such results 
supportive of the hollow-out are in fact coming from specification problems, notably 
omitted variable bias. For example, high FDI outflows might indicate that domestic 
investment opportunities are poor, and this could be the force behind lower domestic 
investment and the reallocation of funds to more profitable foreign opportunities. The 
micro evidence from a study done by Lee(2007) suggests quite a different story such that 
FDI outflows and domestic investment are in fact complements in Korean manufacturing.  

Third, in the plant-level regression, the authors find that the industry-level kill intensity, 
proxied by the non-production worker's ratio, and the export intensity have negative effects 
on the individual plant' productivity and interpret it as evidence of adversarial effects from 
intensified competition. I think this line of reasoning is at odds with the finding that higher 
import penetration does not have significant role in shaping plant productivity. 

Fourth, the authors employ a fixed effect model to control for firm's heterogeneity. It is a 
right approach given that not controlling for industry or firm heterogeneity may induce 
endogeneity problems in estimation. In general, once firm's fixed effects are controlled, 
industry dummies should be dropped, because of collinearity. This means that we don't 
need to worry about industry-specific heterogeneity in this case. Unfortunately, however, 
this is not the case for the data employed in this paper. In the Korean manufacturing census 
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data that the authors use, around 10% of plants in the sample actually is recorded having 
switched industries at least one time in the sample period. With these plants in the sample, 
I find that industry dummies remains highly significant even after plant-level fixed effect 
model is adopted.  

Fifth, I'm not quite sure whether we have to use the growth rate of FDI stock or that of 
FDI flows in regression. The micro study in the paper employs the growth rate of FDI over 
the same period while the cross-country part uses the ratio of FDI flows to GDP, which is 
often regarded as a proxy for FDI stock. 

Finally, the estimated coefficients of human capital stock are statistically insignificant. 
As for a measure of human capital stock, the authors use the average years of schooling for 
population aged 25 and above. If I'm not mistaken, the authors may have estimates of 
school attainment for the population aged 15 and over. So I don't know why the authors do 
not adopt this instead of the population aged 25 and over, since in many developing 
countries a large proportion of the population is younger than 25-years of age.  

 



 

 

 
 

CHAPTER 2-2 

Vertical Intra-Industry Trade (VIIT) and Foreign Direct 
Investment(FDI): In Case of Automobile Component Industry of 

China, Japan and South Korea 
 

by 
Jiehyun Roh, WASEDA University 

 

 

 

 

Abstract 
 
 

Reduced service-link costs and easiness for arms-length transactions have urged 
“Fragmentation” in production process. It means products are finished throughout 
numerous processes, and companies may not stick to produce or purchase only domestic 
ones in manufacturing industry. In particular, it happens frequently in case of 
components-oriented industry such as automobile industry. This thesis aims to analyze 
Vertical Intra-Industry Trade-trade (VIIT) occurring in East Asia and its relationships with 
Foreign Direct Investment (FDI).  This study focuses on Intra-Industry Trade in 
automobile component industry among China, Japan and South Korea. Especially, it pays 
attention to the roles of medium-sized country in Intra-Industry Trade such as South Korea 
deadlocked between labor-abundant country such as China and capital-abundant country 
such as Japan. For it, Grubel-Lloyd Index (G-L index) was used to calculate degrees of 
Intra-Industry Trade among three countries. 

 
 

 
 
In addition, statistics of export and import in components according to HS Code 

classification (10 digits for South Korea and 9 digits for Japan) were used to analyze 
comparative advantage and national competitiveness.  Lastly, based on  the Production 
Life Cycle theory, trends of trade patterns in components between Asian countries (in case 
of steering wheels and car stereo) were analyzed. There are 5 findings as follows; first, 
Japan still maintains comparative advantage in technology-intensive components such as 
piston (engine) and brake-related components. In fact, Japan could have sustained its 
national competitiveness in most of automobile components till the early 1990s, compared 
with South Korea and China. However, Japan’s national competitiveness in case of sound 
arrester and suspension shock absorber was transferred from Japan to South Korea since 
the 1990s. This kind of transfer also happens between South Korea and China. For example, 
in case of relatively labor-intensive automobile components, China’s export ratios for Japan 
have been increased. In contrast, South Korea became to lose its competitiveness what it 
had had before since China’s rise in these sectors. 
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Second, FDI seems to function to influence Production Life Cycle and national 
competitiveness. In other words, comparative advantage can be influenced not only by 
one’s own technology development (inward), but also by FDI of foreign companies 
(outward). For example, airbag case shows how FDI can affect trade patterns between two 
countries. However, regarding qualitative aspects of technology transfer, we should be 
considerate to estimate China’s production abilities in terms of components. That is, FDI 
urges quantitative growth and reduction of import from abroad, but it is not clear that how 
fast and to which extent FDI can spur technology transfer considering rates of localization 
rate related with vital components in China.  

Third, South Korea whose factor endowment is neither labor-abundant as China nor 
capital-abundant as Japan plays a major role in the Vertical Specialization. For instance, in 
case of safety belt, gearbox and steering wheels, South Korea seems to function as broker 
who imports from Japan with huge scale, but also export unilaterally to China at the same 
time. In other words, medium-sized country seems to fill out technology gap between 
China and Japan (layers of technology).  

Fourth, however, medium-sized country’s role cannot be continued in the long-term 
because VIIT may be the Heckscher-Ohlin (H-O) theory’s another aspect due to fragmented 
production process. Therefore, it is necessary to adopt FDI actively in vital components to 
extend comparative advantage from labor-intensive to capital-intensive components.  

Fifth, compared with shoes industry, VIIT in automobile components industry shows 
possibility of “Agglomeration.” It is because of characteristics of “various factor intensities 
of automobile components” from labor-intensive to capital or technology-intensive ones. 
Thus, this kind of “Common Interest in Industrial Clusters” should be prior to other 
controversial issues in Free Trade Agreement negotiations in East Asia. 
 

 

I. Introduction 
 

If a labor-abundant country and a capital-abundant country begin free trade, 
labor-abundant country would export labor-intensive products, and would import 
capital-intensive products from the counterpart. In contrast, a capital-abundant country 
finds that it is much more beneficial for it to specialize in capital-intensive products, and to 
import labor-intensive products from abroad. Therefore, free trade would grant reciprocal 
benefits for both countries. This is logic for the Heckscher-Ohlin theory, which had been 
dominating in international trade theory. It seems very persuasive if considering trade 
patterns between Japan and China since the 1990s. For example, China usually exports 
clothes and shoes (labor-intensive products) to Japan, and imports high-technology 
electronics (capital-intensive products).  

However, regarding television industry, we would find that China exports televisions 
with price competitiveness to Japan, and Japan also exports high-quality television at the 
same time to Chinese consumers thirsty of new products. It seems a little strange in 
viewpoints of the Heckscher-Ohlin theory, assuming of the “Inter-Industry Trade 
(transactions of products classified into different categories).”   

This kind of phenomenon- trade pattern to transact products in the same classifying 
categories each other- is called as “Intra-Industry Trade.” Actually, intra-industry trade had 
been already found in trade among European countries from the 1960s. That is, 
Intra-Industry Trade has been weighed than Inter-Industry Trade for Western European 
countries.  

Discussions on Intra-Industry Trade have been expanded from trade patterns between 
advanced countries such as Western European countries (North-North) to those between 
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advanced countries and developing countries such as the NAFTA (North-South). In other 
words, Intra-Industry Trade may occur not only between countries with similar factor 
endowments, but also countries with different factor endowments.  

In terms of relationships between factor endowments and Intra-Industry Trade, 
East-Asian countries including China, Japan and South Korea also show good examples 
that Intra-Industry Trade is getting increasing among countries with different factor 
endowments. According to the report by the Korean Institute of Economy and Policies 
(KIEP, 2004: p.77), increasing rate of Intra-Industry Trade among China, Japan and South 
Korea is steep. In particular, in case of electronics and machineries (HS 84~85), total volume 
of trade was increased due to the Intra-Industry Trade. The KIEP also found that total 
volume of Vertical Intra-Industry Trade is almost over three times than Horizontal 
Intra-Industry Trade in this region(KIEP, 2004: p.83).  

“Vertical Intra-Industry Trade” means trade of parts and segments in the same 
industrial categories. It is different from the “Horizontal Intra-Industry Trade” which 
means trade of finished products with similar qualities. In the end, increasing Vertical 
Intra-Industry Trade is due to segmented production process by companies, searching to 
cut down total production costs.  

As Ando indicated (2004), decreased service-link costs and easiness for arms-length 
transactions have made companies to make it easier to move their factories abroad. 
Accordingly, Vertical Intra-Industry Trade might be originated from “Fragmentation” of 
production process urged by Globalization since the 1990s.  

Now, Vertical Intra-Industry Trade and “Fragmentation” of production process give 
one significant question for discussions of Free Trade Agreements (FTA). Previous analysis 
had focused on “Finished Products” when it comes to measure effects of the FTA. In other 
words, expected impacts of no-tariff to finished products were main issues yet. It might not 
accurate, however, to estimate effects of the FTA unless adding impacts of Vertical 
Intra-Industry Trade for components.  

This thesis aims at analyzing different trade patterns between finished products and 
segments in homogeneous industries. To prove it, automobile industry was selected. We 
would see trade of segments should be regarded importantly in expecting effects of FTA in 
case of segments-oriented industry such as automobile industry.  

Second, this thesis is aiming to analyze roles of “Medium-Sized country” such as South 
Korea. A Medium-Sized country, which usually has difficulties to compete with 
labor-abundant countries and capital or technology-abundant countries, plays a role in 
Intra-Industry Trade as bridge to fill out technology gap between other countries with 
totally different factor endowments (China and Japan).  

Third, for the medium-sized countries in the region, role of “medium column” between 
labor-abundant country and capital-abundant country is unstable status. In the end, 
Vertical Intra-Industry Trade may happen temporarily in the course of industrial 
restructuring. In conclusion, Vertical Intra-Industry can be different version to explain the 
Heckscher-Ohlin theory according to changing paradigm of production process. This thesis 
proves Foreign Direct Investment (FDI) is a key for medium-sized country to expand one’s 
national competitiveness up to capital or technology-intensive components.  

Fourth, this thesis tries to analyze relationships between FDI and changes of national 
competitiveness in components. What kinds of effects FDI can give for developing 
countries in viewpoints of technology transfer was also surveyed. For it, airbag component 
related with transactions among Japan, China and South Korea is selected for sample. 

Lastly, this thesis shows that specific industry can easily experience “Agglomeration” 
rather than others even in the same manufacturing industries. That is, automobile industry, 
whose segments in production process are layered by factor intensity, would be easily 
experience “Agglomeration,” compared with industries whose factor intensity is simply 
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classified into labor-intensive product such as shoes industry. To prove it, trade pattern and 
FDI in shoes industry were compared with automobile industry. 

Throughout this study, we would be much closer for analyzing VIIT in East Asia and 
effects of FDI toward VIIT in this region. 

 
 

II. Backgrounds and Overview 
 
1. Previous Studies on Intra-Industry Trade 
 

The Heckscher-Ohlin theory (H-O theory) has explained why specialization happens 
when two countries begin free trade, based on countries’ factor endowments. It was a 
useful tool to give explanations why China export labor-intensive products to the United 
States, and import capital-intensive products from the U.S.   

Inter-Industry Trade, however, was not sufficient to analyze increasing intra-industry 
trade among multiple countries with various scales of GDP and factor endowments. 
Balassa paid attention to trade of similar but differentiated products among European 
countries after European Economic Community (EEC) had expanded memberships in the 
1960s. Scholars including Verdoom and Michalely found that Intra-Industry Trade had 
been developing much quickly rather than Inter-Industry Trade (Lee, 2001:1). 

Grubel and Lloyd (1975) established a framework of Intra-Industry Trade and its 
measurements. In the 1980s, Helpman and Krugman (1985) explained the origins of 
Intra-Industry Trade in a sophisticated way. They emphasized Intra-Industry Trade occurs 
in case of industries whose characteristics are monopolistic competition, increasing returns 
to scale and differentiation (Lee, 2001: 2). Greenaway and Milner (1986) also explained it, 
based on elements of organization and competitive patterns.  

 
2. Opponents against Intra-Industry Trade Theory (IIT) 

  
However, there were several opponents suspicious of so-called “Intra-Industry Trade.” 

Finger (1975) said that sampled products used in “IIT theories” are involving too extensive 
goods’ categories with different factor intensities, and its gap in terms of factor intensity 
was over 40%. In conclusion, observed trade patterns cannot show clear evidence to deny 
traditional H-O theory according to Finger (Whang, 2000: p.77). Second, Chipman (1986) 
says there might be no Intra-Industry Trade if the sampled products are classified in details 
more and more (Jang, 1995: p.266) In other words, statistics used by the IIT theories may 
contain fallible mistakes.    

 
3. Evolution of IIT: Horizontal and Vertical Intra-Industry Trade 

 
Nevertheless, IIT theories seem to give persuasive backgrounds for consumption of 

“similar but different products.” The H-O theory assumes that consumers have almost 
same tastes. Accordingly, there is no difference for consumers between products produced 
by Country A and Country B, respectively. In reality, however, consumers are facing to 
choices in front of numerous products with different characteristics. This is called as 
“Horizontal Intra-Industry Trade.”  

Theories on horizontal intra-industry trade have been developed from the 1970s. Dixit & 
Stiglitz (1977), Lancaster (1979), Krugman (1979), Helpman (1981) and Bergstrand (1990) are 
representatives on this field. Helpman says Inter-Industry Trade results from comparative 
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advantage as the H-O theory indicated, but Intra-Industry Trade happens due to product 
differentiation and scale economies (Lloyd and Lee, 2002: p. 51).  

Vertical Intra-Industry Trade theories were developed by Falvey (1981), Falvey & 
Kierzkowski (1985), and Flan & Helpman (1987). In particular, Falvey showed that 
Horizontal and Vertical Intra-Industry Trade can coexist together. That is, he assumed that 
producing high-quality goods need relatively much more capital. Accordingly, country A, 
which is abundant of capital, may specialize in high-quality products. In contrast, country B, 
whose income is lower than country A and labor is abundant, may specialize in low-quality 
products.  

Vertical Intra-Industry Trade could explain why there is gap in statistics between the 
total output in the world and increasing rate of export. For example, the real output 
calculated by the WTO was less than total volume of export in total. It means that there are 
gaps between “Finished Products” and “Segments” in terms of statistics. In conclusion, 
Vertical Intra-Industry Trade theories might come out according to changing paradigm in 
production process from “Unique Process” toward “Fragmentation.” 

   
 4. Necessity of this Thesis 
  

Vertical Intra-Industry Trade (VIIT) has been studied related with global specialization 
(Kol and Rayment, 1989). In general, VIIT was explained by MNE’s choice in management. 
For example, Wickham and Thompson (1989) had focused on multi-national enterprises’ 
(MNE) roles for intermediate inputs. Kimura’s recent study also shows globalization and 
intra-firm trade including MNE’s purchasing are main origins of Vertical Specialization. 
(Lloyd and Lee, 2002: 238)  

However, there are few previous studies to explain relationships between countries’ 
factor endowments and VIIT. Second, except several reports about the U.S.-Mexico case, 
Intra-Industry Trade among countries with different factor endowments has not been paid 
attention yet. In particular, studies analyzing East-Asian countries just explained that IIT in 
East Asia is increasing based on general calculation of Intra-Industry Trade. Furthermore, 
its sampling was too wide (HS 2digits) to notice effects on each industry. Third, previous 
studies were not efficient to understand relationships between Foreign Direct Investments 
(FDI) and VIIT. Markusen and Maskus (2001) tried to explain FDI in a viewpoint of trade, 
not of finance or portfolio. Or, there is another explanation connecting FDI as one way of 
portfolio by companies. This thesis aims at prove why medium-sized country needs FDI for 
surviving from the regional specialization process.  

 
 
III. Objectives and Methodology 

 
1. Selection of Industry: Automobile Industry 
 

  Previous studies have usually focused on general analysis of Intra-Industry Trade. 
General measurements, however, hardly show effects on specific industries due to 
extensive categories. Also, most of empirical studies have dealt with electronics and 
televisions in manufacturing industries.  

 This thesis analyzes automobile industry because automobile industry is consisted of 
various components from labor-intensive parts to capital or technology parts. Therefore, it 
would be very helpful to understand the current Vertical Intra-Industry Trade.     
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2. Selection of Objective: China, Japan and South Korea 
 

For objective countries, China, Japan and South Korea were chosen. Until now, previous 
studies have tried to compare trade patterns between two countries (Two-Two model). 
However, comparison between two countries with different factor endowments cannot 
give satisfactory explanation. For example, South Korea can be classified into 
capital-abundant or technology-abundant country, compared with China. In contrast, 
South Korea may be a labor-abundant country, compared with Japan. That is, factor 
endowments may be flexible concept according to the comparing counterparts.  

Yet, most of studies chose two objectives in analyzing the Vertical Intra-Industry Trade. 
However, trade occurs with multiple objectives at the same time. That is why this thesis 
chose three countries: China, Japan and South Korea.  

Three countries are different in terms of factor endowments including labor, capital and 
technology. Actually, South Korea exported labor-intensive products based on cheaper 
labor costs till the early 1990s, but its competitiveness became to lose.  
 
Graph 1. Labor costs of China, Japan and South Korea 
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Source: Graphed based on data in KOSIS (http://kosis.nso.go.kr) 

 
 

Seeing wage level of three countries, wage level of South Korea is in the midst of those 
of China and Japan. It is very meaningful because increasing wage level makes less 
competitive than China in labor-intensive products. In contrast, South Korea’s capital 
endowments are going upward, compared with that of the 1970s. This thesis tries to prove 
role of medium-sized countries such as South Korea in Vertical Intra-Industry Trade. The 
H-O theory hardly gives answers how medium-sized countries can have national 
competitiveness in spite of inferior factor endowments. In conclusion, sampling consisted 
of multiple countries with various factor endowments would give good explanation for 
understanding merits of VIIT.  
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3. Methodology 
 
 

                (Index 1: Grubel-Lloyd Index) 
 
 The Grubel-Lloyd Index was used to calculate degrees of Intra-Industry Trade. Yet, 

there is no proper measurement to calculate VIIT, so data of export and import were used 
for comparing trade patterns of components. According to the HS 10 digits, components 
were classified (Japan uses 9 digits as HS CODE, so Japan-China trade patterns followed 9 
digits ways). All graphs and the G-L Index used in this thesis were done by the author.  

 
 

IV. Changing Trade Patterns in Automobile Industry  
 
1. Trade Patterns of “Finished Products”  
 
Graph 2. Korean export and import with Japan – Car as finished product 
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Source: Graph based on data in the Ministry of Customs (http://www.customs.go.kr) 

 
 

South Korea has chosen automobile industry as leading export item to western 
countries from the 1960s. In particular, the Hyundai Motors had aimed to export its first 
model named as “Pony” to market of the United States with price competitiveness. 
However, Japanese automobile companies had already occupied the U.S. market share, and 
technology of Korean companies could not follow up that of Japan till the 1990s. 

That kind of technology gap made it difficult for Korean automobile companies to 
export cars to Japan because Japanese consumers hardly had any incentives to choose 
Korean automobiles.  

In contrast, Japanese automobile companies had been also suffered from access to 
Korean domestic market due to uneconomic reasons such as governmental regulations on 
Japanese cars and nationalism embedded in Korean consumers. For example, Toyota and 
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Nissan could not help facing historical hostility of Koreans in the market, not because of 
price or technology. In the end, both reasons made the total volume of export and import 
between South Korea and Japan very slight.  

However, there was new movement since 2000 (Graph 2). That is, a lot of consumers in 
Korea began to buy automobiles produced in Japan. Paradoxically, this trend brought out 
worrisome voices in Korea that Japan-Korea FTA in the future would sweep out Korean 
domestic companies from the market, and it would deteriorate deficit in balance.  

 
Graph 3. Korean export and import with China – Car as finished product 
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Source: Graph based on data in the Ministry of Customs (http://www.customs.go.kr) 

 
  Even though Korean imports of Japanese automobiles are bigger than its exports to 

Japan, trade between Korea and China shows different pattern at all. Korea’s export 
(finished products) to China in 2005 is over 6 times, compared with that of 1995. In contrast, 
Korea’s import from China is very less during the same period.  

 
Graph 4. Japan’s Exports to China(Finished Products) 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
Source: Based on data by Japan Automobile Manufacturing Association 
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Trade of finished products between Japan and China has shown irregular pattern 
during 10 years (Graph 4). Japan’s exports to China had increased from 2001 to 2003, but it 
is going downward since 2003 gradually. According to the Japan External Trade 
Organization (JETRO, 2005), as Japanese automobile makers’ localization strategy is getting 
accelerated, Japan’s exports to China reduced 21.4%. On the other hand, engine’s exports 
increased 32% more, compared with 2004. Other components’ export also increased 9% 
during the same period.  

Trade patterns of finished products in East Asia are as follows. First, South Korea and 
China export Japan’s finished products, but their exports to Japan are relatively less. In 
other words, Japan is superior to South Korea and China in terms of finished products. 
Second, South Korea hardly exports finished products to Japan, but its market share is 
significantly big in Chinese market. For example, occupation rate of the Hyundai Motors 
(Korea) is 9% in 2005, and increasing rate of occupation rate is steep.  

 
2. Developing Intra-Industry Trade in “Components” 

 
According to the HS Code classification, if we separate automobile industry as three as 

finished product, car body and components, there is one interesting phenomenon. 
Intra-Industry Trade of car body is shrinking, but components’ Intra-Industry Trade is 
rapidly developing among three countries. For example, South Korea had imported Japan’s 
car body before 1998, but it was cut down abruptly since 1999 (Graph 5). 

 
Graph 5. Korean export and import with Japan – Car body 
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Source: Graph based on data in the Ministry of Customs (http://www.customs.go.kr) 
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Graph 6. Korean export and import with China – Car body 
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Source: Graph based on data in the Ministry of Customs (http://www.customs.go.kr) 

 
  Total volume of export from South Korea to China in case of car body was peaked in 

2002 (Graph 6), but it fell down quickly. There are two possibilities. First, the Hyundai 
Motors- the biggest maker of Korea- started localization strategy and expanded FDI with 
huge scale since 2002. Accordingly, export might seem to be reduced. Second, upgraded 
Chinese own ability to produce car body might reduce imports from Korea. 

 
Graph 7. Korean export and import with Japan – Components 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Source: Graph based on data in the Ministry of Customs (http://www.customs.go.kr) 
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Regarding components’ trade patterns between South Korea and Japan (Graph 7), it is a 

little different from those of finished products. That is, South Korea does not import 
components unilaterally from Japan, and Korea’s exports to Japan are increasing gradually. 
However, as seen above, Japan’s exports to Korea is over Korea’s imports to Japan (2.5 
times in 2005). It means Korea still depends on Japanese components.  

 
Graph 8. Korean export and import with China – Components 
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Source: Graph based on data in the Ministry of Customs (http://www.customs.go.kr) 

  
 

 Trade pattern of components between South Korea and China is similar as that of 
finished product. South Korea has increased exports to China with huge scale, and its 
increasing rate is upward since 2002.  

  If calculating Intra-Industry Trade according to the Grubel-Lloyd index, both finished 
product and components are near 0. (0<G-L index<1) The G-L index shows how strong 
Intra-Industry Trade occurs. For example, if the G-L index is almost 0, it means that one 
country has absolutely comparative advantage in the item, and exports almost unilaterally 
to the counterpart. On the other hand, if the G-L index is near of 1, it may mean that exports 
and imports of the product are active between two countries.  

  In case of South Korea and China, South Korea has exported unilaterally in case of 
both finished product and components to China (Graph 3, Graph 8). Therefore, the G-L 
index was near of 0. In contrast, South Korea and Japan showed quite different results 
between finished product and components. The G-L index of finished product and 
components were not in the same direction. 
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Graph 9. Intra-industry trade index between Korea and Japan 
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  Intra-Industry Trade of finished products was decreasing gradually from 1995 to 2005 
(Graph 9). It is due to the fact that South Korea’s imports from Japan increased. That is, 
Japan’s imports of Korean car were constant, but Korea’s imports of Japanese car have been 
increasing. This is often used as evidence for opponents of the Korea-Japan Free Trade 
Agreement negotiated. For example, opponents are worrying about domestic companies’ 
dying out or sweeping out from the market due to Japanese automobiles.  

  In contrast, Intra-Industry Trade of components is getting increasing between Korea 
and Japan. As seen in the graph 7, South Korea increased its exports of components to 
Japan gradually, so it has affected to increase the Intra-Industry Trade.  

 
 

 
V. National Competitiveness in Components for Japan, South Korea and China 

 
 
1. Comparative Advantage of Japan 
 

  Japan has been keeping comparative advantage in sectors of piston including engine 
and brakes in particular (Table 1). Japan’s main export items are as follows. 
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Table 1. Japan’s main export items in the fiscal year 2005  

 
(Unit: million Yen) 

HS Code Classification Total Amounts Comparison with the Last 
Fiscal Year 

87.08 Components (ex: bumper, 
seat belt, brake, gear box, 
wheel, radiator, clutch, 
Steering…) 

2,780,027 109.3% 

84.07~09 Piston (Engine) & its 
components 

1,073,174 108.7% 

85.02~11 Electronic components for 
Piston (starter, coil) 

288,911 115.9% 

84.14~15 Air conditioner, Presser 163,484 94.4% 

84.83 Conduction, Transmission 163,115 110.0% 

85.12 Lighting, Wiper 85,956 116.6% 

87.06~07 Car body 68,627 120.1% 

85.19, 27 Digital Audio Player, Radio 53,903 84.9 

Source: Selected from data in the Journal Automobile Components (April, 2006) 
 
 

  Except HS Code 87.08 including most of components, piston is the biggest export item 
for Japan. The third biggest item is electronic components for piston such as starter and coil 
(HS Code 84.02~11).  

  Comparing with the main import items for Japan, Japan also imports components (HS 
87.08) most. However, total volume of import in 2005 was 412, 469 million Yen, so Japan’s 
export was 8 times of its import. The second biggest import item was wire (HS 85.44). Total 
volumes of import in most of items were less than Japan’s exports, but in case of radio and 
wire, total volume of import was much more than its exports. Second, total volumes of 
export and import in case of glass (HS Code 70.07, 09), air conditioner and seat were almost 
similar (Intra-Industry Trade was active in these items).  

  In conclusion, throughout statistics (Japan Automobile Components, 2006), we could 
notice that Japan is superior to other countries in piston (engine) and its components. In 
most of items, Japan’s exports were over than imports, but its imports such as radio and 
wire are getting increasing. Park, Bun-soon says Japan has substituted car stereo 
components, classified into labor-intensive, for goods made in China since the 1990s. Park 
emphasized it was a strategic choice for Japan to take advantage of cost-down throughout 
geographical approximation (Park, Bun-soon, 2005; p702).  
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2. Comparative Advantage of South Korea 
 

1) Dependency on Japan’s Components 
 
Graph 10. Korean export and import with Japan: Brake booster 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
South Korea has depended on Japan’s components for decades. Korea’s technology 

development has decreased imports from Japan gradually, but according to the items 
imports are increasing as Korean automobile industry grows up. For example, brake 
booster shows Korea’s unilateral imports from Japan (Graph 10). Korea’s export was almost 
none, but its import from Japan has been increasing steeply. In particular, Korea had 
depended on Japan in case of vital components such as piston and brake devices.  

 
2) South Korea’s Comparative Advantage 

 
Graph 11. Korean export and import with Japan: Sound arrester 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 
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South Korea showed competitiveness in case of sound arrester compared with Japan 
(Graph 11) and China (Graph 12). South Korea’s total volume of export to Japan was almost 
same as total volume of import from Japan in 1995. However, Korea’s export has increased 
gradually, and its import from Japan has decreased in the same period.  

South Korea’s total volume of export to China is also absolutely huge, compared with 
imports from China (Graph 12). In the same category, South Korea’s import from China is 
almost none, and its increasing rate of export to China since 2002 is very steep. Throughout 
above statistics, we can notice that South Korea keeps national competitiveness in sound 
arrester than those of Japan and China, respectively. 

 
Graph 12. Korean export and import with China: Sound arrester 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr)   
 

Graph 13. Intra-industry trade index (G-L index) in case of sound arrester 
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If Intra-Industry Trade is calculated by the G-L index (Graph 13), it is near 0 since 2002. 
It means that South Korea has kept superiority in sound arrester category than Japan and 
China. In case of Korea-Japan Intra-Industry Trade, it is significant that the index became 
almost 0 in 2005 from 1 in 1995. As seen in the Graph 11, total volume of export and import 
between Japan and South Korea were almost same. When South Korea’s export to Japan is 
increasing, Japan’s export to South Korea was decreasing. Accordingly, the G-L index 
became to be near 0 in the end. It would be possible national competitiveness transferred 
from Japan to South Korea in sound arrester. 

 
Graph 14. Korean export import with Japan: Suspension shock absorber 
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Graph 15. Korean export and import with China: Suspension shock absorber 
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Not only sound arrester, but also suspension shock absorber is a good example to show 
South Korea’s export is over its import from Japan (Graph 14). Of course, there were 
fluctuations on volumes of import in the 1990s, but Japan’s export of suspension shock 
absorber was passed by Korea’s export to Japan since 2004. Especially, Japan’s 
competitiveness in suspension shock absorber was fallen abruptly since 2001. 

 South Korea’s export to China in case of suspension shock absorber is also going 
upward since 2001 (Graph 15). South Korea may be inferior to Japan in cased of finished 
product and capital and technology-intensive components such as engine and brake 
devices, it is superior to Japan and China in case of sound arrester and suspension absorber.  

 
3) Medium-Sized Country’s Role as Broker 

 
Actually, there are few components that South Korea has absolute advantage for both 

Japan and China. It is medium-sized country’s problem in front of free trade whose factor 
endowments are not labor-abundant or capital-abundant clearly. However, among the 
research objectives, there were components that South Korea shows inferiority to Japan, but 
absolute superiority to China in terms of total volume of export.  

 
Graph 16. Korean export and import with Japan- Safety belt 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
 
For instance, in case of safety belt, Japan hardly imported safety belt produced in South 

Korea from 1995 to 2005, but Korea increased its total volume of import from Japan 
significantly (Graph 16). On the other hand, South Korea could sell same items to China 
with huge scale in the same period. In particular, Korea’s export to China has been 
skyrocketing since 2002, after Korean automobile companies began to rush into Chinese 
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market. Another interesting finding is that China has also extended export since 2004 more 
and more even though its ratio is not high as that of Korea (Graph 17).  

 
 

Graph 17. Korean export and import with China- Safety belt 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
 

  In conclusion, it is certain there are technical gaps in case of safety belt among three 
countries. South Korea imports much more advanced products from Japan, and it sells 
products with its own technology to China at the same time. That is, intra-industry trade 
can be activated according to technical gap among countries.  

Technical gap means difference of accumulated knowledge and know-how between 
advanced countries and developing or underdeveloped countries. Technical gap urges 
excessive import from countries which possess skills to countries which do not have. In 
East Asia, Japanese automobile companies had developed high-level skills during decades 
in components due to the governmental promotion measures from the 1960s.  

However, technical gap and unilateral trade by Japan become to be ameliorated since 
the 1990s. In particular, it is necessary to consider countries such as South Korea, which 
does not have high-level technology sufficiently, but could have grown technology for 
intermediate goods quite well. In other words, technical gap existing among China, South 
Korea and Japan led to vitalize intra-industry trade in East Asia. Intra-industry trade 
happens in case of not only safety belt, but also gearbox (Graph 18, 19).  
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Graph 18. Korean export and import with Japan- Gearbox 
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Graph 19. Korean export and import with China- Gearbox 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
South Korea imports lots of gearbox from Japan, but its export to Japan has been very 

less. In contrast, Korea’s export to China in the same category is absolutely huge. In 
conclusion, South Korea plays a role as production base of intermediate products based on 
middle-level technology.  
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As shown in the above (Graph 18, 19), South Korea seems to buffer technical gaps in 
case of safety belt and gear box components between China and Japan. This phenomenon 
can be also explained as “demands on similar but differentiated products in terms of 
technology.” That is, South Korea needs Japan’s components with higher technology, but 
China wants South Korea’s components with middle-level technology.    
 
3. Comparative Advantage of China 
 
Graph 20. Import of Japan from Korea and China (HS 8708.99-090) 
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*HS code 8708 (4 digital): Components for tractors (for HS 8701) and vehicles designed for special purposes (HS 
8705) except transporting men and goods 
**HS code 8708.99 (6 digital): The others (ex: exhaust connector; flexible pipe, inner braid, easy parking system, part 
for ball joint, pedal cover, non-slip pedal…) 
Source: Graph based on data in the Ministry of Customs of Japan (http://www.customs.go.jp)  

 
Among objectives in the research, China has shown comparative advantage in relatively 

labor-intensive components. For example, Japan has increased import of flexible pipe, inner 
braid, easy parking system, part for ball joint and pedal cover (HS 8708.99) from China 
(Graph 20).  

In contrast, China’s expansion of national competitiveness in these categories made 
South Korea’s import to Japan decrease than before. As seen in the Graph 20, Japan’s 
import of HS 8708.99 from China is increasing fast, but import from South Korea is slower 
than that from China.  

We can notice two results here. First, Japan has also faced serious pressure of cost-down 
for components, and it urged imports in the HS 8708.99 categories from outside. 
Accordingly, compared with 2000, total volume of import from other countries increased. 
In the end, import of HS 8708.99 seems to be upward continuously. Second, China’s rise in 
components makes medium-sized country such as South Korea to step back from the same 
items. This is agony of medium-sized country between labor-intensive country and 
capital-intensive country. 
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Graph 21. Korean export and import with Japan: Steering Wheels 
Korean Export and Import with Japan: Steering wheel
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
  China’s upgrading abilities sometimes influence trade patterns between Japan and 

South Korea. Steering wheel is one of the components to show change of import 
counterpart according to technology developments of one country. South Korea has 
imported Japan’s steering wheel valued 0.3 billion dollars in 1995 (Graph 21). Its export to 
Japan was less 5 billion dollars in the same period. Since the late 1997, both export and 
import decreased. However, since 2000, South Korea’s export to Japan was increasing, but 
both export and import are getting decreasing together.  

  This phenomenon could be explained as temporary decrease between South Korea 
and Japan, but it seems that trade pattern of China and South Korea influences to that of 
South Korea and Japan. South Korea’s export to China in case of steering wheels has 
increased since 2002 fast, and its import from China was also increased (Graph 22).  

 
Graph 22. Korean export and import with China: Steering Wheels 
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Graph 23. South Korea’s import from main counterparts- Steering Wheels 

 
Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 
 
 
That is, it seems that China’s upgraded production abilities in steering wheel might it 

possible to increase South Korea’s import from China. It means one country’s own 
development may change import partners eventually. Graph 23 shows how much South 
Korea has imported steering wheels from foreign countries. As seen above, Japan’s 
predominant position as export country to South Korea has been weakened since 2002. On 
the other hand, South Korea’s imports from the U.S., China and Philippines increased 
during the same period. 

 
Graph 24.. South Korea’s Import from Asian Countries- Steering Wheels 

 
 

 
 
Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 
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If compare with only Asian countries, it is clear that Japan’s import in steering wheels 

has been substituted by those of China and Philippines for South Korea (Graph 24). 
Therefore, it is certain that Japan is losing its competitiveness compared with China and 
Philippines in South Korea’s steering wheel market. Like above, China’s rise sometimes 
transfers one’s national competitiveness from Japan and South Korea to China. It seems to 
urge vertical specialization in components’ Vertical Intra-Industry Trade since 2002.  

Here, we can confirm connection between Production Life Cycle theory and VIIT in East 
Asia. That is, steering wheel component may show that national competitiveness can be 
changed according to developing countries’ capabilities whether they can also produce the 
same items as advanced countries or not. In the next chapter, Production Cycle theory and 
effects of FDI in VIIT would be discussed. 

 
 
VI. Foreign Direct Investment (FDI) and Vertical Intra-Industry Trade 

 
 

1. Production Life Cycle (PLC) in Automobile Industry 
 

1) Production Life Cycle Theory 
 
International trade patterns in the long-term may be influenced by product innovation 

and subsequent diffusion. In terms of process, new product pass through three phases; first, 
after a period of research and development, new product appears in the market, but its 
sales are lagging and development cost is high. As time goes, however, the product creates 
demands and its profits are higher than before. On the other hand, if it enters phase of 
maturity and saturation, profits are declining. The duration of each cycle varies with the 
product and the type of management supporting it (Posner, 1961).  

Vernon had also emphasized the role of innovation. He claimed that advanced countries 
are paying much more efforts to develop new products. Therefore, new product would be 
produced in the country which had created the goods at the first time. When the product 
becomes mature, and it is standardized in the next phase, companies may move production 
bases to less-developed countries for saving costs (Vernon, 1963). This can explain how 
electronics factories transferred its bases from advanced countries to developing countries.  

This process is also related with technology gap theory eventually. According to Heertje (1977), 
technology gap theory proposes that changes in international trade are dictated by the relative 
technologies of countries. For example, advanced countries such as the U.S. and Japan have 
competitiveness in terms of trade advantage because of their ability to innovate new goods.  
 

2) Production Life Cycle and Changes of Import Partners 
 
Production life cycle is also found in trade patterns in automobile industry of East Asia. 

In particular, it changes main import counterparts from one country to the other. For 
example, South Korea had imported car seats from Japan most among Asian countries in 
the 1990s, but import from China became to increase from 1999 (Graph 25). South Korea 
hardly exported car seat to Japan since the 1990s due to South Korea’s high labor costs and 
there are no merits to import them. South Korea also increased its total volume of export to 
China in 2004 temporarily, but it dropped down soon. On the other hand, South Korea’s 
import from China is getting increased since 2002.  
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Graph 25. Changes of Import Partners- Car Seats 
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Graph 26. South Korea’s import partners- Car Stereo (Audio) 

Korea's main import partners: Car Audio (Stereo)
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We could notice changing national competitiveness would change main import 
counterparts for South Korea from Japan to China from 2004. In general, it is believed that 
China’s rise would transfer one’s comparative advantage from Japan and South Korea to 
China due to its cheaper labor costs and development of specific industry. In contrast, if see 
trade patterns of car stereo between South Korea and main import counterparts (Graph 26), 
there are possibilities that China’s current national competitiveness can also move from it to 
other Asian countries. As indicated before, China became the biggest export country in car 
stereo (Audio) parts in East Asia. However, since 2001 South Korea’s export to China 
decreased quickly and total volume of import from China became to be over that of South 
Korea’s export to China till 2004.  

Here, there is one interesting point. South Korea’s import from China becomes to 
decrease from 2004, and it seems to change main counterparts from China to Malaysia and 
Philippines more and more. Of course, China is still the biggest import counterpart for 
South Korea in 2005, but shares of Malaysia and Philippines are getting increased.   

We can conclude two here; first, Production Life Cycle theory may be appropriate to 
explain import counterparts’ changes and national competitiveness’ transfer in East Asia. 
At the first time, South Korea produced car stereo and imported from only advanced 
countries such as the U.S. and Japan. As time goes, South Korea could develop its own 
technology to produce car stereo and decreased import from outside. However, increasing 
domestic labor costs had pushed to move production bases to outside or import from other 
less-developed countries. In the end, it is possible that South Korea import products 
produced in other Asian countries whether it is intra-firm transactions or not. That is, car 
stereo case shows this part became to be standardized already in East Asia. Second, if other 
components become standardized gradually and if other Asian countries such as 
Philippines and Vietnam become to be able to produce similar components with China, it is 
certain that national competitiveness in labor-intensive components can be transferred from 
China to other Asian countries. Considering China’s labor costs are also rising, and Chinese 
government tries not to permit less value-added and anti-environment OEM production by 
foreign direct investment, it is possible that the best production bases are changed in 
several components from China to other Asian regions.  
 
2. Technology Transfer by FDI 

 
In automobile industry, foreign direct investments play a major role to transfer 

competitiveness from one to the other. FDI also affects to vertical specialization in East Asia 
including China, Japan and South Korea. Moreover, a lot of Production Life Cycle theories 
indicate FDI as main origins for changing production bases. 
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1) Japan’s FDI to China 
 
Table 2. Japan’s Direct Investment in China, Source: Automobile Industry 2001-2005 
 

Est. Manufacturer Company Name Equity 
Stake Products 

May 85 Isuzu Qingling Motors 
Co.Ltd. 

5.9% Assembly of small and 
medium-sized CVs 

1993 Suzuki Chongqing Changan 
Suzuki Automobile Co., 

Ltd. 

35% Alto, Gazelle 

1995 Suzuki Beijing Eiling Special 
Automobile Co., Ltd. 

22% Production of 
aluminum vans, 
refrigerator and 

freezer truck bodies 
Oct. 95 Nissan Zhengzhou Nissan 

Automobile Co., Ltd. 
30% Pickup, Paladin 

May 96 Toyota Tianjin Toyota Motor 
Engine Co., Ltd. 

50% Engines 

Feb. 97 Toyota Tianjin Toyota Forging 
Co., Ltd. 

100% Forged law materials 
for constant velocity 

universal joints 
Jul. 97 Toyota Tianjin Jinfeng Auto 

Parts Co., Ltd. 
30% Steerings, propeller 

shafts 
Aug. 97 Mitsubishi Shenyang Aerospace 25% Engine, Transmissions 
May 98 Honda Guangzhou Honda 

Automobile Co., Ltd 
50% Accord, Odyssey 

Sep. 98 Mitsubishi Harbin Dongan 
Automotive Engine 

15.3% Engines, 
Transmissions 

Nov. 00 Hino Shenyang Shenfei Hino 
Automobile 

Manufacturing Co. 

24% Large and 
Medium-sized Hino 

buses 
Sep. 03 Hino Shanghai Hino Engine 

Co., Ltd. 
50% Large and medium 

Hino engines 
Feb. 04 Toyota Guangqi Toyota Engine 

Co., Ltd. 
70% Engine parts 

(camshafts), engines 
Mar. 04 Toyota FAW Toyota 

Changchun Engine 
50% V6 Engines 

 
 

Regarding Japan’s direct investment in China from the 1990s (Table 2), Japan has 
expanded its total FDI gradually both in scale and cases even though its start was a little 
late than European makers. At the first time, Japanese manufacturers such as Isuzu and 
Suzuki began to establish assembling factories since 1990. Since the late 1990s, FDI 
expanded from assembling to capital and technology-intensive components such as 
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engines and transmission. In particular, Toyota, whose start-up in China was quite late 
than other Japanese manufacturers, is passionate to produce vital components in China. 

  It is interesting phenomenon in terms of trends of FDI because there is usually biased 
opinion for foreign investment. In other words, FDI does not only make advantage of 
cheaper labor costs by foreign companies, but also expand toward higher value-added 
components. Accordingly, it may also grant good chances for host country such as 
technology transfer via “Learning Effects.” 
 

2) South Korea’s FDI to China 
 

  South Korea’s manufacturers also feel economic benefits for FDI in China. For 
example, the Hyundai Motors increased its FDI from 2002 rapidly. Its FDI in Alabama, the 
U.S. was also promoted in the same period, but its results seem quite different yet.  

 
Table 3. The Hyundai Motors’ net benefits in the first half of 2006 
 

 Beijing, China India Alabama, the U.S. Turkey 

Share 50% 100% 100% 70% 
Benefits 423 Billion/ the 

first half year 
711 Billion/the 
first half year 

533 Billion/the 
first half year 

-395 Billion/ the 
first half year 

Compared 
with the Last 

Year 

+12.8% +11.1% -1157 Billion 
deficits in 2004,  

-1 Billion deficits  

+376 billion in 
2004 

Source: E-daily Newspaper, 07/08/2006  
 

  Among representative 4 factories (China, India, the U.S. and Turkey) of the Hyundai 
Motors, increasing rate of net profits in factories located in China was the best in the first 
half year of 2006. Comparing with the U.S., factories in Alabama have been in deficits till 
2004. Therefore, the Hyundai Motors seems to continue FDI in China in terms of future 
perspectives.  
 

3) PLC Case Study: Airbag 
 
  FDI may be one kind of means for individual companies to cut down costs. Whether 

foreign companies intend it or not, FDI also plays a role as technology transfer, and it 
sometimes influence total volume of export and import between two countries. South 
Korea’s FDI in case of airbag to China shows impacts of FDI in terms of trade.  

  The Chu-do Corp., Korean company to produce automobile safety device, decided to 
establish factories for airbag. To reduce production costs, it cooperated with Chinese 
manufacturing company. Korean company is supposed to offer vital equipments for airbag, 
and finished products would be re-exported to Korea again (The Han-kook Economic 
Newspaper, 02/02/1997).  

Furthermore, the Kolon, ranked as the first for airbag in South Korea, decided to 
establish its own factories in Nanking, China. It invested 40 million dollars for PTC factories, 
and it expects production increase up to 12 thousand tons in 2006. Ung-Ryeol Lee, CEO of 
the Kolon, explained that China has advantages as cheap production base and huge-scale 
automobile market (The Financial Times, 28/05/2004) It is aiming to supply foreign 
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automobile companies which already made inroads into Chinese market (The E-daily, 
28/05/2004)  

 
Graph 27. South Korea’s Import from Asian Countries- Airbag (as value) 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
Graph 28. South Korea’s Import from Asian Countries- Airbag (as KG) 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
 
 Due to the FDI, South Korea’s import from China both total amount as value (Graph 

27) and as quantity (Graph 28) has increased gradually. In contrast, we can notice that 
South Korea’s import from Japan is getting decreasing quickly since 2002.  
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Graph 29. South Korea’s export and import with Japan- Airbag 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
  This can be recognized in data of South Korea’s trade pattern from 1995 to 2005 with 

Japan in the same category (Graph 29). South Korea had imported airbag from Japan till 
1999, but its upgraded technology could it possible to export airbag to Japan since 2000. 
Both export and import with Japan have risen from 2000 to 2002. However, Intra-Industry 
Trade was been almost stopped since 2002, and both export and import between South 
Korea and Japan decreased quickly.  
 
Graph 30. South Korea’s export and import with China- Airbag 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 
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  In case of trade between South Korea and China, South Korea’s export to China was 
peaked in 2004 as near 4.5 million dollars (Graph 30). However, it decreased abruptly in 
2005. In contrast, South Korea’s import from China is increasing since 2004. There are two 
possibilities. First, South Korea’s FDI to China might urge to import airbag produced in 
China (intra-firm transactions). Second, technology development by China’s domestic 
companies might change trade patterns and comparative advantage.  

  South Korea’s production of airbag and its outbound FDI toward China seem to show the 
similar phenomenon that the Production Life Cycle theory explains. South Korea could not 
produce airbag by its own domestic technology till the early 1990s. Airbag became to 
produce in South Korea in the year of 1993 first with domestic technology. Its domestic 
market was so small, and ratio of equipment for finished automobile was only 1% in 1993. 
Thanks to institutional recommendations to urge equipment of airbag, domestic ratio of 
equipment became to be over 87.8% in 2002 (The Mae-Kyung Economy Journal vol. 1352, 
2006/04/28).   

With domestic production, South Korea began to reduce imports from Italy, Japan and 
the U.S. which were the three biggest import counterparts. In particular, it seems that 
import reduction from Japan is faster and larger in terms of value and quantity, compared 
with that from Italy during the same period. In South Korea, Kolon has been monopolizing 
cushion parts in airbag, and Hyundai Mobis and Autoliv-Mando (Sweden- Korea) are two 
of biggest companies to make ECU parts and finish as module. These airbags are applied to 
the Hyundai-KIA Motors, GM-Daewoo, Renault-Samsung and SSang-yong Motors (The 
Mae-Kyung Economy Journal vol. 1352, 2006/04/28).   

  From the 2000, South Korean companies began to make inroads into China looking 
for huge domestic market and reducing production costs. The Kolon established factories in 
Nanking in 2004, and contracted with Japan’s automobile maker Toyota in September 2006 
for delivery (The Financial Economy, 18/09/2006). The Hyundai-Mobis, main supplier for the 
Hyundai Motors, also invested in Shanghai, and its total volume of production as number is 
over 1 million annually according to the 2006 statistics. Comparing domestic factories’ 
ability to produce in South Korea (3.3 million as number) by the Hyundai-Mobis, it seems 
clear that FDI not only creates employment for host country, but also changes production 
patterns of specific industry. 

 
4) Effects of FDI in viewpoints of Technology Transfer 

 
How can we estimate and calculate effect of FDI for host country’s domestic industry in 

viewpoints of technology transfer?   
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Graph 31. China’s Export and Import in Total, Source: China Automobile Industry Information 
 

 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 

China’s trade in terms of components was minor in 2000, and its total volume of export 
was always under that of import till 2004 (Graph 31). It might be originated from intra-firm 
transactions by foreign companies. However, China’s export skyrocketed in 2005 
eventually, and total volume of export is 1.6 billion dollar now.  

  There is no doubt that China’s rise in components is due to foreign direct investment 
by numerous automobile makers. Moreover, it is true that numbers of joint-venture have 
increased and transactions with foreign companies happen much more frequently.  

  Nevertheless, it is too earlier to estimate that FDI urges technology transfer and 
significant influences for Chinese domestic industries in current timing. For example, 
Tianjin FAW Toyota automobile company (50% capital equity stake) has been contracting 
only one Chinese local company in the current point (2006). In case of Tianjin-Denso, 
supplying main components such as engine ECU, airbag ECU, relay, smart key entry and 
meters for Tianjin FAW Toyota, there are few contracts with Chinese local companies. Even 
though the Tianjin-Denso transacts with local companies, managers of Denso are supposed 
to be dispatched to the local counterparts to sustain qualities of components. That is, there 
are still doubts and worries toward technology gap and qualities.   

  In case of Beijing Hyundai Motors and Hyundai-Mobis (Cooperative affiliates’ 
relationships) in Beijing, they established R&D center in China because new investment 
cannot be held if there is no R&D center according to the Chinese government’s regulations. 
Furthermore, domestic laws to recommend China’s domestic components over 42% for 
finished product seems also push for foreign companies to use more components produced 
in China. According to the Beijing Hyundai Motors, they plan to expand ratios of 
localization in China in the near future. 

  Lastly, Taiwanese GSK groups which have 50% equity stake with the U.S. and Japan, 
respectively, established 4 factories in Lanfang area of China (2 factories with the U.S., 2 
factories with Japan). These factories are producing car seat frame and cushions mainly. 
According to the interview, goods are produced by OEM, and all finished goods are 
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exported to the U.S. and Japan. In the end, even though over 3000 Chinese laborers are 
working in the factories, the technology transfer is hardly occurring.     

  Why is technology transfer progressing very slowly? There are three reasons. First, 
most of foreign companies make inroads into Chinese market taking one’s cooperative 
affiliates. For instance, Toyota is cooperating with Denso, and Hyundai Motors is 
cooperating with Hyundai-Mobis in China. Accordingly, technology and supplies are not 
transferred easily with outside local companies.  

  Second, most of foreign companies would like to contract with China’s local 
companies offering cheaper but good qualities according to interviews. In other words, 
foreign automobile makers have tendencies not to develop local companies throughout 
technology cooperation, but just want to find “good partners existing already in China.”  

  Third, according to Professor Kobayashi (2006), developing new automobile model 
needs at least 3 years. It means most of components suppliers are already decided when 
foreign companies began to develop new model. Accordingly, it may be very difficult to 
estimate relationships between FDI in Chinese automobile industry and effects on 
technology transfer in current situations.  

     
3. Necessity of FDI for Medium-Sized Countries 
 

As explained above, FDI may not guarantee technology transfer. However, for 
medium-sized countries such as South Korea, FDI in vital components creating higher 
value-added is necessary. Let’s compare inward FDI of South Korea and China.  

 
Table 4. DENSO’s history of business plan in East Asia 

(● Production, ○ Sales, ♦ Managing, ▲ Cooperation with affiliates) 
 1970 1975 1980s 1990 1995 2000 

Policies for 
Automobile 

Industry 

“Domestic 
Protection 
Policy”  

Prohibition 
for imports 
of finished 
products 
from abroad 

Yen’s 
depreciation, 
Dollars’ 
appreciation  

Imports’ 
prohibition 
was 
ameliorated 

Tariff 
reduction 
(Asian 
Financial 
Crisis) 

No 
regulations on 
“Domestic 
Protection 
Policy” 

ASEAN 
(17 

companies) 

● ● ●  ●○ 
♦ 

▲▲ 

●● 
○○ 

▲▲▲ 
Taiwan (1 
company) 

  ●    

South Korea (5 
companies) 

 ●   ○▲ ●● 
 

China (13 
companies) 

   ● ●● 
●● 
●● 

●● 
●● 
♦● 

Source: DENSO’s strategies of components production in East Asia  
(Symposium for Automobile components industries 2004) 
 

  In case of Denso- Japanese components company- there are five affiliates in South 
Korea, but there are only 2 production bases since 1990s (Table 4). In contrast, Denso’s FDI 
in China has been increasing since 1990s, and its production bases are already 12. 
According to the Japanese Automobile Association (2005), there are no FDI by Japanese 
automobile companies or joint ventures in Korea except slight cooperation relationships 
(Hyundai Motors-Mitsubishi) in terms of technology cooperation.  
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  If medium-sized countries lack future-oriented FDI from advanced countries, it 
would face troubles in national competitiveness for components. It can be explained by 
countries’ factor endowments and technology transfer throughout FDI.  
 
Figure 1. Comparative Advantage in 2006           Figure 2. China’s encroachment from 

labor-intensive to capital-intensive 
components 

 
Source: Author                                             Source: Author 

 
  Figure 1 shows national competitiveness of China, South Korea and Japan in 

automobile industry. Japan has comparative advantage in engine (piston) and transmission, 
and South Korea is keeping comparative advantage in sound arrester and suspension 
shock absorber. In contrast, China is superior to produce relatively labor-intensive 
components including car stereo and joint bolt.  

  However, South Korea, which seems to be inferior to China in case of labor-intensive 
components due to higher labor costs (Graph 1), may face dilemmas. That is, it cannot win 
over capital-intensive or technology-intensive components than Japan, but it cannot come 
back to labor-intensive components like 1980s. Accordingly, South Korea’s domestic 
automobile companies have possibilities to be deadlocked between China and Japan in 
terms of national competitiveness. It is due to China’s rise in components market and its 
expansion from labor-intensive up to capital-intensive components (Figure 2, Size of circles 
mean expected scales of one’s export).  

  In conclusion, South Korea’s current role as broker in components with middle-level 
factor intensity may be temporary. It seems to quit if gaps of technology between China 
and Japan comes to narrow down. In other words, activated Vertical Intra-Industry Trade 
may be short-term phenomenon, and can be only continued during industrial restructuring 
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by companies’ trials to cut down production costs and “Fragmentation of production 
process.” In terms of trade, South Korea’s role as intermediate bridge can be continued 
until China is followed up Japanese automobile companies’ demands for higher qualities 
same as Japan’s domestic production.  

  According to Kiyo (Monthly Automobile Components, 2006), there have been 5 ways to 
produce components with same qualities as Japan’s domestic ones with cheaper price. First, 
Japan’s equipments and materials are used to sustain qualities. Second, Japanese 
companies have been training Chinese workers. Third, companies have grown up export 
engineers to be able to deal with Japan’s equipments. Fourth, they have tried to make up 
systems based on China’s social backgrounds. Lastly, companies made use of outsourcing 
or arms’ length transactions on the spot (Monthly Automobile Components, 2006: pp. 8-10) 
Kiyo adds that Japanese companies should perform “Localization of R&D in China” to 
succeed in the future. It means the current system -R&D in Japan and just making use of 
cheaper labor costs in China- cannot catch up rapidly-changing needs. To solve it, he 
emphasizes that Japanese companies should pursue “Localization of Development.” 

  If Japanese automobile companies would promote the current FDI trends in China 
like Kiyo’s opinions, regional clusters consisted of Japan, China and other Asian countries 
can be established (Figure 3). For example, Japan plays a role as manager on the top in the 
cluster concentrating on just vital parts in automobile industry. Here, China may plays a 
role as main suppliers from labor-intensive components to capital or technology-intensive 
components. Other Asian countries including Thailand, Vietnam and Indonesia, which 
Japanese companies had installed assembling factories, may function as substituting for 
what China had comparative advantage before.  

  
Figure 3. Japan’s FDI and Localization of Development, Source: Author 

 
 

If this happens, medium-sized countries such as South Korea in East Asia do not have 
any national competitiveness in this cluster. It seems to happen because South Korea’s 
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other neighborhood countries. Thus, there are two choices for the medium-sized countries. 
First, it should get back labor-intensive components. This way, however, is not sufficient 
due to higher labor costs than neighborhood labor-abundant country such as China. It is 
almost impossible to compete in these categories.  

 
Graph 32. Capital Intensity in Automobile Industry of South Korea 
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Source: Ministry of Statistics of South Korea 
 
 
 

Second, it has to move from labor-intensive components toward capital-intensive 
components with high value-added. Regarding the second choice, medium-sized countries 
are lacking capital or technology by themselves yet. Graph 32 shows capital intensity of 
automobile industry and average capital intensity of manufacturing industries. As seen 
above, capital intensities of automobile components both in case of engine and body are 
lower than average ratios of manufacturing industries. To solve this dilemma, 
medium-sized countries need FDI in vital components. Beside its own efforts by domestic 
companies, FDI can urge technology transfer.  
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Figure 4. Medium-sized country’s desirable direction via FDI, Source: Author 
 

    
 

 
  That is, medium-sized countries need to make favorable environments to attract FDI 

in vital components such as engine and transmission. Throughout the FDI, it is important 
to extend one’s national competitiveness from uncompetitive labor-intensive to high 
value-added technology-intensive components (Figure 4). In conclusion, medium-sized 
countries’ governments need to offer company-friendly environments throughout taxation 
or flexible employment system because they are inferior to labor-abundant country in terms 
of cheap labor costs. 
 
 

VII. Fragmentation and Agglomeration in Manufacturing 
 
 
1. Fragmentation in Manufacturing Industries 

 
Jones & Kierzkowski & Leonard indicated that one industry can be separated into 

several processes, and it may lead to fragmentation (segmented production process) in 
multiple countries. Especially, apparel industry, automobile industry and color television 
industry have shown such a characteristics (Lloyd and Lee, 2002: pp 72-78). Most of 
manufacturing industries are experiencing fragmentation even though there are degrees 
depending on each industry’s characteristics.  
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2. Possibilities on Agglomeration in Automobile Industry 
 
Graph 33. Korean export and import with Japan: Clutch 
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For instance, South Korea has been exporting clutch used in automobiles quite much 
since 2001, but its import from Japan is also increasing (Graph 33). Even though Korea’s 
import of clutch from Japan is over its export, it may mean market for clutch between two 
countries is also getting increased gradually. This trend is also shown in trade pattern of 
clutch between China and South Korea (Graph 34). Since 2002, intra-industry trade 
between South Korea and China is skyrocketing in particular.   

 
Graph 34. Korean export and import with China: Clutch 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 
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In conclusion, it is possible to explain that increased total output in production of East 
Asia might spur clutch consumption and production together. Regarding both Korean 
export and import of clutch were increased continuously, we can conclude automobile 
components clusters may lead East Asia as production bases for export to the world market. 
In other words, it may lead to “Non-Zero Sum game” among three countries. 

 
Graph 35. Japan’s Trade with Asian Countries 
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We can also notice similar phenomenon in statistics of Japan’s export and import in 

components (Graph 35). Japan’s export and import with Asian countries have increased from 
2004 to 2005. According to the logics of H-O theory, if one country’s export increases, the 
counterpart’s export can be reduced reversely. However, trade patterns between Japan and 
other Asian countries show that both export and import can grow up together. Compared 
with other regions of the world, Japan imported components from East Asian countries in 
2005 over 2 times than that of Europe-the second biggest import region (Table 5).  

 
Table 5. Japan’s Import by Country  

                                                 (Unit: Thousand Dollars) 
 Region  Total Volume of Import in 2005 

East Asia 681,643 
Middle-East Asia 142 

Europe 289,674 
North America 142,518 

Middle America 19,391 
Latin America 1,834 

Africa 1,855 
Oceania 4,843 

Source: Graphed based on data of Automobile Components 2005 April 
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Graph 36. Japan’s Import in 2005 (Compare with the year of 2004) 
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Source: Graphed based on data of Automobile Components 2005 April 
 
 
 
Beside the total volume of import, Asia showed the highest increasing rate of import 

compared with the year of 2004 (Graph 36). From above, we can conclude that geological 
approximation can be merits for Intra-Industry Trade in automobile components. It can 
influence on regional clusters for developments of specific industries, and urges 
“Agglomeration.”  

According to Kobayashi, automobile industry in East Asia is going toward 
representative industrial clusters due to economic globalization. Moreover, suppliers 
related with automobile components seem to experience solidarity partnerships in the 
future. That is, “Accumulation (chikuseki)” happens in automobile industry now (Kobayashi 
Hideo, 2005) 

“Fragmentation” which means “Separating production process” and “Agglomeration” 
which means “Gathering” sound ironic on the surface. Ando Mitsuyo (2004) explains 
relationships between “Fragmentation” and “Agglomeration” as follows; the key for 
fragmentation is reduction of service link costs such as telecommunication cost, transport 
cost and various coordination costs that connect spatially separated production blocks, and 
scale economies, existing in the fragmented production system. Thus, fragmented 
production blocks tend to concentrate on focal points where service link costs are 
sufficiently lower than being evenly distributed across countries or regions. Such 
accumulation of fragmented production blocks results in the formation of industrial 
clusters. Furthermore, firms are likely to form industrial clusters when parts and 
components are highly customized and closer communication with suppliers is important 
or “just in time” is highly emphasized (Ando, 2004). 

The current Japanese automobile companies FDI in East Costal areas in China seem to 
geological selection between population and access from homeland.  
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3. Conditions for Agglomeration: Comparison with Shoes Industry 
 

1) Trade Pattern Changes in Shoes Industry  
 

“Fragmentation” can be followed by “Agglomeration” in a few manufacturing such as 
automobile industry in the future. However, it does not mean that all manufacturing 
industries would experience agglomeration effects when there is fragmentation 
phenomenon. For example, shoes industry shows fragmentation, but seems hard to bring 
out agglomeration due to its characteristics of Vertical Intra-Industry Trade.  

 
Graph 37. South Korea’s Export and Import with Japan & Intra-Industry Trade Index 
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South Korea had imported shoes products (finished product) to Japan over 250 billion 
dollars in 1996 (Graph 37), but its total volume of export decreased for from 1995 to 2005 
gradually (50 billion dollars in 2005). In contrast, South Korea’s import from Japan has been 
minor during the same period. When it comes to the G-L index between South Korea and 
Japan, it is going upward due to decreasing export with constant total volume of import. 
The G-L index seems fallible in terms of nominal number because it seems to increase even 
though Intra-Industry Trade is not active at all practically.    
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Graph 38. South Korea’s Export and Import with China & Intra-Industry Trade Index 
 

 
Source: graph based on data in the Ministry of Customs, IIT: Author’s Calculation 

   
 

It is possible to explain it throughout trade pattern changes between South Korea and 
China. South Korea has increased its import from China continuously, but its export to 
China is quite constant (Graph 38). The index in shoes industry (finished product) was near 
1 as total volume of export and import were almost the same in 1996. In contrast, it is going 
downward gradually due to South Korea’s increasing import from China. 

 
Table 6: Comparison of Korea and China on terms of Export and Import in Japanese Market 
 

 (Unit: 1000 Yen) 
 Import from  

Korea Export to Korea Import from 
China 

Export to 
China 

1996 3558509 10013 21871775 234 
1997 2135650 8135 18577805 2639 
1998 611699 1967 9539791 995 
1999 421337 21141 12760561 2729 
2000 374152 9942 13217210 498 
2001 167414 14658 13285657 21883 
2002 183144 5470 13217808 201 
2003 86355 3972 14302002 7413 
2004 70086 5868 13800490 3868 
2005 49016 11066 16531193 2057 

Source: Based on data in the Ministry of Customs (http://www.customs.go.jp) 
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If see the trade patterns between Japan and China, Japan import China’s shoes products 
with huge scale absolutely (Table 6). Japan’s import to China is less as seen, and this can be 
an example to show the Heckscher-Ohlin theory’s pattern. On the other hand, Japan’s 
import from South Korea has been decreasing at the same time. In 2005, Japan’s import 
from South Korea is about 4.9 billion Yen (Table 6). It can be concluded that South Korea’s 
shoes products are losing national competitiveness in Japanese domestic market. In 
particular, rising labor costs in shoes industry of South Korea might be one of the reasons to 
make it lose competitiveness in labor-intensive products anymore than China. 

  
Graph 39. South Korea’s export to China: by HS Code 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 

 
On terms of South Korean export and import with China, Korea hardly exported its 

shoes products to China due to its relatively high labor costs in producing shoes. In the 
Graph 38, shoes items are classified from HS (Harmonized System) 6401 to HS 6405 
according to main materials consisted of shoes.  

It is separated to five kinds by main materials to be consisted of appearances of shoes. 
For example, HS 6402 means shoes which are made of rubber or plastics both in case of 
outsoles and the uppers of a shoe. In contrast, HS 6403 and HS 6404 are classified as 
different kinds due to materials to make the uppers of a shoe respectively. That is, HS 6403 
is a product made of rubber, plastics or leather for outsoles, but the uppers of a shoe are 
consisted of leather. HS 6404 is a product similar with the HS 6403, but its uppers are made 
of weaving fibers. 

We can notice that total volumes of Korean shoes products as finished goods (HS 
6401~HS6405) were not much. In contrast, there is one significant upward tendency-HS 
6406, parts of shoes. 

Intra-industry trade in shoes industry shows changes of relatively abundant factor 
endowments and transition of superiority. South Korea could be successful from the 1960s 
based on cheap labor costs when it promoted export-driven strategy. However, its 
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competitiveness has been decreased because of much cheaper labor costs in China to 
produce light-industry products.  

However, shoes industry in South Korea seems to choose different routes to break down 
current troubles. Even though total volume as value of export is much less than import 
from China, most of main export items toward China are concentrated on pieces and parts 
of shoes. Regarding South Korean imports of HS 6406 (Shoes’ parts) were constant from 
1995 to 2005, uprising exports of parts to China may mean that South Korea produces only 
vital parts that China is still not superior to make than South Korea.  

 
2) Fragmentation between Components and Finished Products 

 
Graph 40. South Korea’s export to China: by HS Code 
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Source: graph based on data in the Ministry of Customs (http://www.customs.or.kr) 
 
 

Asian financial crisis from 1997 urged a lot of light-industry factories to restructure its 
old business ways, so not a few factories left South Korea as they could not afford to paying 
high labor costs. Korean investors increased FDI volume as value from 1998 to 2001 in 
China (Graph 40). It is changed from 2001 as Korean FDI starts to head toward Vietnam. 
Due to Vietnam, FDI toward China decreased a little till 2003, but it is certain that China 
and Vietnam became to be significant production bases for Korean shoes industry. 

For example, the Wha-Sung Vina, an affiliate of the Wha-Sung whose headquarter is in 
Pusan, South Korea, was installed in Vietnam. It has 21 production lines, and 125,000 
Vietnam workers are making 1 million pairs for Reebok as a way OEM. The shoes are 
exporting not only the United States, but also all countries around the world. The reasons 
that Korean companies invest in Vietnam are two: cheap labor costs and high productivity 
of them (The Han-kook Economy Newspaper, 04/12/2005).  
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Instead of making advantage of saving production costs outside South Korea, Korean 
shoes company try to keep its merits throughout two methods. First, it develops its own 
brands against western brands in European and American markets. Second, Korean shoes 
companies try to cooperate with American companies to produce high value-added 
products, which China cannot produce by its own technology now. As indicated above, 
South Korea shoes industry cannot win over China in case of products not to need high 
skills. Accordingly, Korean companies try to develop shoes products which need high-level 
skills or functional shoes aiming to markets in Japan and the U.S. The R&D centers in Korea 
are the efforts to survive from the current crisis. For example, the A-Se Corporation 
contracted for strategic cooperation with American company AirWalk, and began to 
develop professional shoes for snowboard and skateboard. At the same time, the A-Se 
Corporation bought factories in Taiwan and China to assemble shoes as finished products. 
(The Mae-Il Economic Newspaper, 27/07/2000).  

These kinds of efforts seem quite successful since 2002. According to the reports of 
Pusan City Hall and the Korean Trade Association, volume of export by shoes companies 
agglomerated in Pusan is over 237 million dollars, and it was increased 5.6%, compared 
with the year of 2004 (The Dong-A Newspaper, 05/12/2005). 

 
3) Less Possibilities of Agglomeration in Shoes Industry 
 
  Shoes industry has experienced trade pattern changes in terms of finished products in 

East Asia. Japan seems to import China’s shoes products unilaterally, and South Korea may 
be losing its previous comparative advantage due to rise of Chinese shoes industry. Like 
automobile industry, shoes industry between South Korea and China is experiencing 
“Fragmentation.”  

However, it is hard to say that shoes industry has a possibility to happen 
“Agglomeration” in the future. In case of automobile industry, its segments can be 
separated in a series of spectrum according to factor intensities from labor-intensive to 
capital or technology-intensive. Therefore, China and South Korea could have maintained 
its national competitiveness, respectively. In other words, various factor intensity of 
components consisted of automobile industry can activate vertical specialization. 
Furthermore, Foreign Direct Investments launched from advanced countries have also 
urged technology transfer and changes on comparative advantage.  

In contrast, shoes industry is not consisted of a series of components, compared with 
that of automobile industry. That is, it is classified into labor-intensive products even 
though there are some functional parts which need advanced technology. Accordingly, 
shoes industry could not experience Intra-Industry Trade as well as automobile industry. 
Foreign Direct Investment in shoes industry does not happen by capital-abundant countries 
such as Japan anymore. Japan just imports finished products from China as the H-O theory 
expects.  

In case of South Korea, whose main export items to advanced countries were 
labor-intensive products including shoes and clothes, it is not easy to give up those kinds of 
light industries at once. In the end, investments of South Korean companies function as 
buffering impacts of abrupt industrial restructuring domestically. Considering Japan does 
not participated in the fragmented production process at all, but South Korea plays a role as 
FDI source in Asian countries, we can notice FDI of South Korea may also temporary 
phenomenon in the long-term viewpoints. If South Korea comes to be sufficiently 
capital-abundant country as well as Japan in the future, it is possible that another 
medium-sized country plays a role as source of FDI in the fragmented production process. 
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In conclusion, industry, which is not consisted of various components and may be 
classified into mostly labor-intensive or totally capital-intensive, seems to be difficult to 
experience vertical specialization or agglomeration. In the end, agglomeration can easily 
happen in specific manufacturing industries whose tasks can be specialized by various 
countries with differentiated factor endowments.      
 
 

VIII. Conclusions 
 
 
  Throughout research in automobile component industries, there were findings as 

follows. First of all, Intra-Industry Trade of segments should be considered importantly in 
terms of expectation effects of trade on the Free Trade Agreement discussions. It is due to 
the fact that there are statistical differences between “Finished products” and 
“Components.” If just calculating purchasing of finished goods, it may not be accurate to 
look down rising Intra-Industry Trade of components market.  

  Second, Japan still has national competitiveness in capital or technology-intensive 
components involving piston (engine) and transmission. However, South Korea and China 
seem to extend their competitiveness up to components which had been imported from 
Japan absolutely before. It can be similar with what Production Life Cycle theory assumes. 

  Third, Foreign Direct Investment seems to urge for production bases and influence 
Production Life Cycle (PLC). PLC has been known that usually unnecessary technology or 
skills for advanced countries would be transferred. However, production of vital 
components such as engines and transmissions in China or airbag cases show FDI in Asia 
does not be constrained in low-level components. Of course, there are debates on effects of 
FDI in terms of technology transfer, it is clear that quality of FDI is changing now.  

Fourth, medium-sized country such as South Korea in East Asia plays a role as broker in 
intermediate goods. It happens in automobile industry which needs components with 
middle-level technology. That is, technology gap between China and Japan makes it 
possible for South Korea to fill out the niche in categories such as sound arrester and 
suspension shock absorber. Nevertheless, this kind of role by South Korea cannot continue 
if China, which is dominating labor-intensive components already, can follow up to 
capital-intensive components. That is, Foreign Direct Investment functions in moving one’s 
national competitiveness to the other countries whose developments in specific industry 
are slower than advanced countries. Accordingly, medium-sized countries such as South 
Korea need to adopt FDI in vital components if it does not want to exclude from regional 
clusters.  

  Lastly, Vertical Intra-Industry Trade in East Asia may not be zero-sum game that 
one’s growth in the automobile industry does not do harm for the others’ profits. Of course, 
medium-sized countries whose factor endowments are clearly classified neither 
labor-abundant nor capital-intensive may lose previous comparative advantage in 
labor-intensive components. On the other hand, growth of automobile components 
industries in East Asia has possibilities to experience agglomeration and size-up of market 
share itself. It is because of characteristics of production process in automobile industry. 
That is, components with various factor intensities like spectrum need countries with 
different factor endowments. East Asia including China, Japan and South Korea, which are 
different in terms of country’s factor endowments, may be a good example to be able 
“Agglomeration” and “Vertical Specialization” in manufacturing industry. 

  In conclusion, governments should approach with much more sophisticated ways 
when it comes to discussions on Free Trade Agreements in East Asia. It has to take different 
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approaches whether one industry can be regarded as totally labor-intensive (or totally 
capital-intensive) or component-oriented industry. For instance, shoes industry, which is 
mostly labor-intensive product and hardly consisted of various components in viewpoints 
of factor intensity, would influence on domestic shoes industries as some FTA opponents 
are insisting. In contrast, if one industry has complicated connections in terms of 
components trade such as automobile industry, it would be much easier to reach 
agreements among countries whose interests are overlapped and connected together.     

  Second, liberalization of FDI and company-friendly environments are much more 
important than discussions on tariffs for finished products. In particular, medium-sized 
countries’ government should offer favorable conditions to attract FDI in vital components 
because medium-sized country such as South Korea needs to extend national 
competitiveness from labor-intensive to capital-intensive components.  

  In the end, automobile industry in East Asia has both crisis and chances for each 
country. Geological approximation also plays a role to promote fragmentation and 
agglomeration in East Asia. It would be helpful for China, Japan and South Korea if they 
can select specific industry whose cooperation can make bigger pies of production quantity 
itself, and promote in advance with hurry in lagging Free Trade Agreement disputes.        
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Abstract 
 
 
 
 
 
 

This 
We examine what determines the successful conclusion and the distributive 

implications of Free Trade Agreements (FTAs).  Theoretically, we specify a political 
economy model of bargaining while facing an exogenous deadline that details the 
conditions under which domestic constraints matter for distribution and delay.  We show 
that, as the Schelling conjecture implies, a nation facing greater constraints receives more 
rewards.  However, we also demonstrate that the more each country is constrained, the 
less efficient the resulting process is due to delay.  Empirical analysis of FTAs is consistent 
with our model and its corresponding comparative statics.  Our model offers into the role 
that domestic constraints play in international negotiation and has important policy 
implications for when, and with whom, leaders should negotiate. 
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I. Introduction 
 
 
Free Trade Agreement (FTA) is an agreement that allows exclusive preference to 

member countries, such as reduction or removal of tariffs. While FTAs focus on removal of 
tariff within the area, typical examples of more advanced forms of economic integration 
are: (i) Customs Union that applies a common customs tariff rate to countries not in the free 
trade area in addition to free trade within FTA region, (ii) Common Market that allows free 
movement of production factors within member countries, and (iii) Single Market with 
political and economic integration such as adoption of common currency or establishment 
of common assembly.  

Looking at the trend in the expansion of regional trade agreements including TAs, the 
number of cases were 5 before 1970 and 12 during the 1970s, and it has increased rapidly 
that 64 and 106 cases were settled in the 1990s and after 2000, respectively. Regional trade 
agreements have been constantly increasing after the introduction of WTO system. As of 
2005, intra-regional trade among the countries within the regional trade agreements 
counted for more than 50% of world trade volume. In this growing trend towards FTA, the 
Korean government has been vigorously pushing ahead with FTAs. Korea completed FTAs 
with Chile (effectuated on April 1st, 2004), Singapore (effectuated on March 2nd, 2006), and 
six countries in EFTA (effectuated on September 1st, 2000). Korea also reached an 
agreement with the US in April of 2007, and is currently on the process of negotiation with 
EU, Canada, India and many other partner countries.1  

The purpose of this paper is to analyze the effect that political variables such as political 
system and proportion of seats taken by the ruling party in each country have on the time 
period and results of FTA negotiation in theoretical and empirical methods. In Section 2, we 
review literature on the relation between domestic politics and international negotiation. 
We identify theoretical and empirical deficiency in current literature. The first one is that 
literature does not say anything about the relation between duration of negotiation from 
the start to the effectuation and domestic political factors. Time is a scarce resource for 
individuals and a state as whole. Hence, it will be useful to know how they are related.  

Theoretical and empirical analyses using political economy approach, which is a key 
part of this paper, is conducted in Section 3 and 4, respectively. In case of FTA, which aims 
to create economic benefit between countries, we examine how domestic political 
constraints affect the time period from inception to effectuation of FTA negotiation and 
increase ratio of export and import as a result of FTA. In order to reach this research goal, 
we discuss a bargaining model theoretically, draw testable hypotheses based on that, and 
collect and analyze data on all FTAs effectuated so far. In this research, it is confirmed that 
through theoretical and empirical analyses, higher the proportion of seats taken by ruling 
parties of the member countries, the time spent until effectuation of FTA shortens, and 
conversely, lower the proportion, more time is needed for effectuation. Furthermore, our 
empirical result also confirms the Schelling conjecture: more domestic constraint means 
more share or concession from negotiation. Section 5 summarizes such analysis results and 
briefly suggests policy implications. 

 
 
 
 

                                            
1 Refer to FTA webpage of the Ministry of Foreign Affairs and Trade. http : //www.fta.go.kr/index.php 
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II. Literature 

 
Most of literature on international political economics have focused on the relationship 

between international power structure and trade, the effect of international institution to 
promote cooperation between trading partners, the impact of international market 
conditions upon domestic economies, and so on. On the contrary, scholars of international 
economics have noticed that a country’s trade policy needs to be seen in terms of 
international political relations and international market structure. Most of them, however, 
also failed to recognize that domestic conflicts and political institutions influence trade 
policies. 

Schelling (1960) first pointed out the importance of domestic politics in the international 
politics. In his book, The Strategy of Conflict, he introduced following intuitive conjecture. In 
international negotiations, one of the negotiators can say “all the agreements need to be 
approved by my legislature.” Such a situation gives advantageous position to the 
negotiators compared with when legislative approval is not required for agreement’s 
effectiveness. This is called “Schelling conjecture” and it is cited and developed in many 
ways by international relations scholars. 

Until Putnam (1988) published his article on “two-level game,” however, there was 
almost no theoretical and empirical discussion on under what conditions domestic political 
constraints would help in international negotiations. The paper by Putnam rekindled 
scholars’s interests in Schelling conjecture and recent papers (Iida, 1996; Milner, 1997; 
Milner and Rosendorf, 1997; Mo, 1994, 1995; Tarar, 2001, 2005) theoretically study the 
development of international agreement under the background of domestic politics. 

Milner (1997) showed that Schelling conjecture does not hold when applying Nash 
bargaining solution to the spatial policy model. This result is not surprising simply because 
Nash bargaining solution assumes cooperative situation with complete information. On the 
other hand, Mo (1995) proved that domestic constraints can be beneficial in international 
negotiations by using non-cooperative approach. The caveat of his model, however, is that 
he analyzed the situation where only one negotiating partner has domestic constraints 
while the other partner does not have such constraints at all. As such, it does not give us an 
answer to what will happen when both negotiating partners have domestic constraints. 
Milner and Rosendorf (1997) reached a quite different conclusion from Milner (1997). They 
argued that when there is domestic constraints by legislature, domestic constraints can help 
international negotiation only if administrative preference isn’t too much different from 
legislative preference.  This result is quite different from the original Schelling’s idea that 
administration can take advantageous position in international negotiations due to 
domestic constraints imposed by legislature which has different preference from its own. 

Iida (1996) analyzed the Rubinstein bargaining model in which a country has domestic 
constraint while the other country does not. In other words, his model assumes that one 
country is dictatorial. His result, however, confirms Schelling conjecture. Motivated by such 
incompleteness in Iida (1996), Tarar (2001, 2005) extends Iida’s model to incorporate the 
cases where both countries are democratic. He showed that when domestic constraint of 
negotiating partner is medium or low, country with high domestic constraint can take 
advantage of domestic constraint as a threat to get more share from the other country. 
When both countries have the same level of domestic constraint, neither one can get benefit 
from domestic political constraint. This interdependency of domestic constraints on the 
international bargaining outcome is intuitive.  
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Previous literature has two major deficiencies. One is that there was no empirical study 
analyzing theoretical results and the other is a more theoretical problem. In the previous 
literature, international negotiation immediately reaches an agreement once negotiating 
partners come to the table. Such an immediate agreement problem originates from the use 
of Rubinstein (1982)’s alternating offer bargaining model which has an immediate 
agreement feature derived from stationary structure and infinite horizon. Generally, 
international negotiations take substantial amount of time and hence, inefficiency from 
such delay takes place. In the Rubinstein’s framework such inefficiency could not be 
analyzed and furthermore systematic analysis could not be done regarding relationship 
between delay and domestic constraints in international negotiations. In this paper, we 
analyze how these factors relate to each other theoretically and empirically, as well.  

Related to the delay of agreement, Ma and Manove (1993) analyze a situation where 
with exogenous deadline, after which bargaining participants’ payoffs go down to zero, 
players have uncertainty on when one player’s offer will reach the other party, and the 
players only know its probability distribution. In such a situation, a negotiation participant 
cannot control when to have an opportunity to make an offer if she makes an offer early in 
the negotiation simply because her counterpart can delay a counteroffer. On the other hand, 
if she makes an offer sufficiently late and it reaches the other party before the deadline then 
the counter party cannot help but to accept that offer because her counteroffer may not 
reach counterpart before the deadline. Due to this logic there is an incentive for each 
participant to delay making an offer. Ma and Manove (1993) show that in a symmetric 
Markov-perfect equilibrium each party rejects an offer early in negotiation and close to 
deadline they make an offer and accept it if it arrives in time. In their model expected 
division of pie is close to 2

1 .  While they show one possible environment for strategic delay 
in negotiation, it is unrealistic to assume that participants cannot control when their offer 
reach to the other party. 

Another model with strategic delay is introduced by Cramton (1992). Unlike Ma and 
Manove (1993), he does not assume exogenous deadline. Instead, in his model, negotiation 
participants do not know the other party’s type. Acceptability of an offer depends on the 
offer receiver’s characteristics. If an offer is high enough to meet a certain type’s 
requirement, then it will be accepted. Since each negotiant has uncertainty about the other, 
each participant tries to gather information by making an offer. From this uncertainty, 
players have an incentive to delay agreement strategically. This setting, however, is not 
realistic for negotiations between countries with constant political, diplomatic, and trade 
relations.  

The complete information model with strategic delay is analyzed by Fershtman and 
Seidmann (1993) and is extended in this paper. They deal with an environment where 
players have complete information with exogenous deadline. Players can make an offer 
and decide whether or not accept it until deadline, after which payoff to both players 
reduced to zero. They make an important assumption (which they call endogenous 
commitment) that each participant does not accept an offer worse than or equal to 
whatever offer she/he rejected previously. 
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III. The Model 

 
 
In this study we extend Fershtman and Seidmann (1993)’s model to deal with the 

relationship between domestic politics and international negotiation on free trade 
agreement in terms of how long it takes to reach an agreement and how economic surplus 
is divided between negotiating countries. To do this, we modify Fershtman and Seidmann 
(1993) to incorporate the idea of domestic constraints used in Tarar (2001, 2005) and also 
reinterpret results analyzed in this paper to our purpose. 

 
 
1. Two-Level Game with Deadline 

 
As usual bargaining model since Rubinstein (1982), we assume that involving countries 

in free trade negotiation try to divide economic surplus from free trade agreement, which is 
normalized to 1.2 Negotiating countries are assumed to have risk-neutral preferences. We 
denote countries A and B. Generally countries study the effect of free trade agreement on 
their economy for substantial amount of time before they actually start negotiation. It is 
reasonable to assume that countries have complete information. 

Unlike usual bargaining setup in which once negotiating parties agree on some division 
of a pie, the agreed share of the pie is divided, even after agreement by trade 
representatives the agreement needs to get approval by each country’s legislature.3

 

Otherwise, it will not be effective. Hence we assume that if agreement is not approved by 
both countries’ legislature countries get zero. In other words, both countries can get 
economic gain only from existing trade condition but not from free trade environment. 
Bargaining proceeds sequentially from randomly chosen player’s offer. In each period one 
player is chosen to make an offer with equal chance, i.e.,  One party makes an offer, then 
the other party decides whether to accept it or not. If the offer is accepted, then the 
agreement moves on to legislative stage, at which each country’s legislature vote up or 
down on the agreement. If the agreement is approved by both countries’ legislatures then it 
comes into effect and players get the share of pie as divided in the agreement, otherwise 
they get zero payoff.  

Periods are denoted as t = 1, 2, 3, . ... In most democracies elections are held on 
regular basis. A political leader (president or prime minister depending on political 
system) who initiates free trade negotiation with certain country wants to get reelected or at 
least candidate from the same party elected in next election. Since the success of free trade 
negotiation is considered as political achievement the political leader has every incentive to 
finish up the negotiation before her/his term ends. Thus, next election time can be 
considered as negotiation deadline. It is reasonable and realistic to assume that there exists 
an exogenous deadline which both countries are aware of. We denote such a deadline T. 
Each country is assumed to have the same discount factor, ∈δ  [0, 1). 

In period t a proposer is selected with probability 2
1

 and the chosen proposer makes 
an offer what portion of pie the other country will get.4 After proposal, the other country’s 
                                            

2 This assumption is made for expositional and analytic simplicity but it is not assuming that economic value 
from free trade agreement is fixed or dynamically not changing. 

3 Countries such as one-party states, military juntas, or absolute monarchies are not required to get approval 
from legislature. Our model covers such cases too. 

4 The remainder goes to the proposer. 
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trade representative decides whether to accept it. If it accepts the proposal, the agreement 
goes to each country’s legislature for the legislative approval. If the agreement is approved 
by both countries’ legislature, each country gets the payoff according to the agreement. In 
the other hand, if the agreement is voted down by at least one country’s legislature then 
each country gets zero. Bargaining game ends when deadline or agreement is reached 
regardless of legislatures’ approval. Otherwise, the game proceeds to 1+t  period. 

Since legislative approval is required for the effect of free trade agreement as mentioned 
above, legislative preference is imposed for trade representatives to meet from the start of 
negotiation. We denote such domestic constraints imposed by legislatures as α and .β  In 
addition we assume that .1<+ βα 5  A political leader is assumed to demand more than 
legislature’s demand. We assume political leader’s demand in country A is 

αεαα +=p and βεββ +=p  for country B, where .0, >βα εε  While the legislature’s 
demand is inflexible because it is related to electorate’s demand to the legislature, the 
political leader’s demand is flexible in the sense that she is not related to specific electorates 
or interest groups. 

As in Fershtman and Seidmann (1993), we assume that in period t, a negotiation participant 
does not accept any offer that is worse (equivalently, less) than any offer she rejected in any 
period from 1 to 1+t . This assumption is called endogenous commitment. In other words, when 
a participant rejects an offer, it means that she commits herself to reject any offer below that 
offer. Due to this assumption, we do not retain stationary structure which is a main feature of 
usual bargaining games.6 Endogenous commitment is formally defined as follows. Suppose 
that { },......,max{ 11 −= tt ααα and },......,max{ 11 −= tt βββ denote the maximal offers that 
A and B rejected before period t. Then, in period t, A and B reject any offer less than tα  and 

.tβ  
We assume that 0≠α  and 0≠β  while Fershtman and Seidmann (1993) focus on 

,0== βα  i.e., there is no domestic constraint at all at the start of negotiation. Further, 
without loss of generality, we assume that .βα >  For comparative static analysis, we 
assume that discount factor δ 's distribution function is F(δ ), which is supported over [0, 1) 
and strictly increasing. We call the bargaining game defined above as TΓ ).,( βα  

 
2. Analysis 

 
In game TΓ },,{ βα  each country’s strategy is defined as follows. Country A’s pure 

strategy in period t− 1 defines tβ  which A offers to B when A is chosen to make an offer, 
and whether to accept B’s offer when B is selected to offer. Country B’s strategy is defined 
analogously. 

Mixed strategies are allowed. Equilibrium concept is subgame-perfect equilibrium.7 
  

1) Condition for agreement delay 
 
First we discuss under what conditions agreement is delayed. Note that we assume that 

the sum of domestic constraints is less than 1, i.e., .1<+ βα  We claim that there is 
                                            

5 When 1<+ βα , which means that the sum of legislature’s demands of two countries exceeds the size of 
pie, any agreement between two trade representatives will be disapproved by at least one legislature. So, it will not 
be rational to start the trade negotiation in the first place. 

6 The stationary structure makes analysis simple because any subgame is equivalent to the whole game and so 
this fact makes easy to calculate continuation value. 

7 The existence of equilibrium is proved in Fershtman and Seidmann (1993). 
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minimal discount factor, },,( Tβαδ at which in period 1 an offer is accepted with positive 
probability regardless which country makes the offer. At any discount factor greater than 
such a discount factor, i.e., ),1),,,( Tβαδ ∈ a first period offer being accepted cannot be 
a part of equilibrium.  

To see this, suppose that there exists an equilibrium in which a period 1 offer is accepted 
with positive probability. Consider the case where country A’s offer β~  is accepted by B. 
First of all, the offer must be greater than or equal to country B’s domestic constraint β , 
i.e., .~ ββ ≥  Further from assumption on the demand of B’s political leader, the offer 
should be greater than or equal to ,ββ ∈+ i.e., .~

βββ ∈+≥  Since country B should 
prefer accepting the offer to rejecting it or be indifferent, the following condition should 
hold. 
 

).~1(
2
1~ βαδβ +−≥ T                                   (1) 

 
The right hand side of the above inequality comes from the following logic. Note that 

political leader’s demand is flexible while legislative demand, i.e., domestic constraint is 
inflexible. Suppose that after rejecting A’s offer ,~β  country B uses following strategy and 
country A uses an analogous strategy. Until period T-1, reject A’s all the offers and make 
offers which are less than or equal to A’s domestic constraint .α  At T, make an offer α  
to A if B is chosen to be a proposer, and accept A’s offer if it exceeds or equals to .~β  
Country B can get α−1  in the first case and β~ in the second case. Discounted 
expectation of shares from these two cases is the right hand expression. 

To be incentive compatible for country A to make such an offer, making the offer which 
is accepted by B is better than delaying agreement to the last period. Hence, following 
condition should be met. 

 

).1(
2
1~1 αβδβ +−≥− T                               (2) 

 
The condition of β~ satisfying inequalities (1) and (2) is as follows. 
 

 
 
In above inequality it is straightforward to see that left hand side is increasing in δ  

and right hand side is decreasing in .δ 8
 Thus, above condition implies that if discount 

factor is above a certain level, i.e., ),,,(1 Tβαδδ >  there is no β~  satisfying the above 
condition. In other words, for ),1),,,(( 1 Tβαδδ ∈  country A rejects any offer from 
                                            

8 If we differentiate each side with respect to discount factor, then we have 

 
since we assume that 1<+ βα  and  .1, <βα  
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country B in period 1. We can apply this logic to country B an analogous condition is 
defined as follows. 

 
We can apply this logic to country B and analogous condition is defined as follows. 
 

 
 
From the above condition we can define ).,,(2 Tβαδ  Let =),,( Tβαδ  

)}.,,(),,,(max{ 21 TT βαδβαδ Then, for any )1),,,(( Tβαδδ ∈  there exists no 
equilibrium in which period 1 offer is accepted with positive probability.   

Implication of this result is that the more patient negotiating participants are, the longer 
it takes from the start of negotiation to the effect of free trade agreement. The opposite is 
true also. Related to this result, given the discount factor, ),,( Tβαδ  which guarantees 
delay, even if domestic constraints (α and β ) are decreased, for )1),,,(( Tβαδδ ∈  
there exists no equilibrium in which agreement is reached in period 1.9  In other words, 
under the given discount factor satisfying )1),,,(( Tβαδδ ∈ , negotiation does not end 
in agreement early even if participating countries lower domestic political constraints and 
give more concession to the other country. 
 

2) Deadline effect on delay 
 
We consider how the length of periods to deadline T affects possibility that agreement is 
reached early in bargaining. We claim the following. Given domestic constraints and 

discount factor, as deadline T increases, negotiation is more likely to end in early stage. As 
deadline decreases, it is less likely to reach an agreement in early period. 

To see this, we consider deadline T (an integer) as a real number for analytic 
convenience. 

If we differentiate both ends of inequality (3) with respect to T, then we have 
 

 
 
 
We know that as T increases, the gap between end expressions in inequalities (3) and (4) 

increases. Thus, discount factor ),,( Tβαδ defined earlier increases. Probability that 
negotiation reaches an agreement in early stage, )),,(( TF βαδ  increases as T increases. 
                                            

9 A similar result is presented in Lemma 1 of Fershtman and Seidmann (1993). 
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The opposite is also true. This result implies that given a deadline the closer negotiation 
start point is to the deadline, the less likely negotiation is to reach an agreement 
immediately. Rather distant negotiation starting point increases the probability that 
negotiation ends promptly. 

 
3) Condition for delay to deadline 
 
In this section we consider conditions under which negotiation takes whole periods of 

time until the deadline. First consider the condition under which country A makes an offer 
β̂ which will be rejected in the first period. When A makes offers less than B’s domestic 
constraint, A can expect 2/)1( βαδ −+T  at the last period. On the other hand A knows 
that B can expect 2/)1ˆ( αβδ −+T  when B rejects an offer β̂ made by A itself. Hence, 
what A can expect when B rejects its offer β̂ , cannot exceed .2/)1ˆ(1 αβδ −+− T  When 

 

 
 

is satisfied, A’s making an offer β̂ which will be rejected can be a part of 
equilibrium. If we rewrite this condition, we have 
 

 
 
By a similar logic, we can derive the condition for B as 
 

 
Now we denote the discount factor, ),,( Tβαδ defined earlier as ).,,(~

1 Tβαδ  Then for 
all ),,(~

1 Tβαδδ >  and ,Tt ≤  in a bargaining game ),,( βαtΓ there is no equilibrium in 

which agreement is reached in the first period. In other words, for ),,,(~
1 Tβαδδ >  when 

deadline is set to be Tt < and a participating country makes a sufficiently high offer, i.e., 
αα >t  or ,ββ >t  agreement can be reached before deadline T. 

Following the logic laid out previously, country A’s rejected offer tβ  in period t  
should satisfy 

 

 
An analogous logic can be applied to B. Since our bargaining game ),( βαtΓ  has 

domestic constraints from the first period, in order for country A’s all the offers to be 
rejected the following condition should hold. 
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The right hand side expression in the above inequality is monotone decreasing in 

discount factor. The above condition implies that if all the offers by country A is less than 
the right hand expression, then country B rejects them all in equilibrium. Let ),,(~

2 Tβαδ  

satisfy  .},min{)1(2 ββα
δ

δ
==

−
T

TT  Then for all ),,(~
2 Tβαδδ >  and all ,Tt <  an 

offer at period t  is less than domestic constraints, i.e., αα <t  and .ββ <t  

Now we define ),,(~)(~
2 TT βαδδ =  instead of )}.,,(~),,,(~max{ 22 TT βαδβαδ  

The reason is that if we use the latter definition we have incompatible behaviors in 
equilibrium. To see this, suppose ),,(~

1 Tβαδ  is greater than ).,,(~
2 Tβαδ  The first 

equilibrium behavior, then, is that each negotiating country makes an offer that is less than 
the other country’s domestic constraint whenever it has an opportunity to propose. The 
second one is that period 1 proposer makes an offer that is greater than the other country’s 
domestic constraint, and the other country accept it. These two behaviors are incompatible. 
Further for all ),,(~

2 Tβαδδ >  each country has no incentive to make an offer which will 
be accepted in period 1. We have a contradiction. Hence, ),,(~

1 Tβαδ  cannot be greater 
than ).,,(~

2 Tβαδ  
In sum, for equilibria where countries agree immediately, discount factor should be less 

than ),,(~
1 Tβαδ  while for equilibria in which agreement is not reached until deadline 

discount factor should be greater than ).,,(~
2 Tβαδ  When discount factor lies between 

above two discount factors, agreement can be delayed until some period between 2 and T. 
 

3. Comparative Statics 
 
Now we claim that in an equilibrium where agreement is delayed until deadline, 

expected share to each country depends on domestic constraints. Given a discount factor 
),,,(~

2 Tβαδδ >  if we apply backward induction logic, it is easy to show that expected 

shares are 
2

),,( TT βαδ
 for country A and 

2
)1( βαδ +−T

 for country B.  Hence, the 

more domestic constraint, the larger expected share in equilibrium.  As we discussed 

earlier, since 
T

TT
δ

δ )1(2 −
 is a decreasing function in ,δ  the increase of country B’s 

domestic constraint ,β  results in the decrease of ).(~ Tδ  Hence, ex ante probability that 
agreement is delayed until deadline, ),~(1 δF− increases. In other words, if negotiating 
country’s domestic constraint increases, agreement is more likely to take longer. 
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4. Testable Hypotheses 

 
We derive some testable hypotheses from the above theoretical analysis. Theoretical 

implications are summarized as follows. 
First, as the domestic constraints of countries involved in free trade negotiation are 

higher, time required for negotiation is more likely to be longer. More specifically, domestic 
constraints can be conceived as the minimum requirements for bargaining results to satisfy 
the demand from legislature and domestic interest groups. 

Second, the relative share of economic surplus from free trade agreement is more likely 
to be higher as minimum requirement for legislative approval is higher compared to the 
other country. In other words, the more domestic constraint for legislative approval, the 
more concession or share from counterpart a country can get from free trade negotiation. 

The main point is that in international bargaining situations such as free trade 
negotiation domestic political factors have important ramifications for their efficiency in 
terms of time required for agreement and further the distributional effect between 
countries. 

In order to derive empirically testable hypotheses from these theoretical implications, 
we need to find a measure for domestic constraint. We use seat the share of the ruling party 
for domestic constraint. It is worthwhile to note that domestic political constraint is 
inversely related to the proportion of ruling party members in legislature. Members of 
ruling party usually follow party discipline except for politicians whose electorates are 
severely affected by free trade agreement. As the seat share of ruling party increases, 
domestic constraint tends to decrease. 

 
Hypothesis 1 As the seat share of the ruling party gets higher, it is more likely to take less time 

from the start to the effect of free trade agreement. Conversely, as the proportion of ruling party 
members in legislature decreases, it is more likely to take longer from start to effectuation of FTA. 

 
In democratic states, election is held regularly and all the public offices have term limit. 

All the elected offices can be held responsible for their performance during their term. 
Hence, democratic states are more receptive to complaints toward the government’s 
policies. Potential economic losers from free trade agreement influence on negotiation 
through politicians. 

Generally the more democratic a state is, the larger domestic constraint it faces during 
international trade negotiation. 

 
Hypothesis 2 As the democratization index gets higher, it is more likely to take longer from the 

start to the effectuation of FTA. The less democratic involved countries are, the less likely to take 
long to reach an agreement. 

 
These two hypotheses on negotiation period are novel in the sense that literature never 

seriously discussed in spite of its practical importance. Next testable hypothesis is about 
expected share of economic surplus. While most of literature focuses on this issue, there 
was no consensus on it.  

 
Hypothesis 3 Country with more seat share of ruling party relative to the other country’s ruling 

party seat share is more likely to get less share of economic surplus. Furthermore, given the seat 
share of ruling party in the counterpart country, the more seat share of ruling party, the less share of 
economic surplus. The converse is also true. 
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While other studies (Iida, 1996; Mo, 1994, 1995; Putnam, 1988; Schelling, 1960; Tarar, 
2001, 2005) also claimed similar argument, this hypothesis is never empirically tested 
previously. 

 
 
IV. Empirical analysis 

 
 
Data used in this research is collected for all FTAs processed so far. Authors made 

efforts to use all available data.10 Political and economic variables for the period during the 
FTA negotiation are collected. 

 
1. Data 

 
For analysis, we first collected 164 cases of bilateral and multilateral FTAs reported to 

WTO as of January 2007. We broadly divided the data into two, cases of bilateral agreement 
and multilateral agreement, and analyzed basic data for each cases. The basic data can be 
divided into three kinds as follows.  

The first set of basic data is related to the negotiation process. We collected data on the 
point of inception, agreement, signing, and effectuation of each FTA and calculated the 
time spent for each phase. The data was collected from the database registered in WTO, 
annual report of FTAs by Trade Research Institute (TRI) at Korea International Trade 
Association (KITA), and websites of each country’s government.11 

Second set is concerned with political variables of each country in each case, and aims to 
figure out the effect that a country’s original political environment such as political system 
and election period has on the time period and results of FTA negotiations. 

For the data, we collected government system index (government system), 
democratization index (dem), autocracy index (autoc), and integrated polity index (polity), 
which is a value that autocracy index is subtracted from democratization index.12 The 
indices reflect the classification method of wikipedia, an internet-based encyclopedia.13 

Also, as a political variable that may influence the negotiation period, we focused on 
domestic political election and collected the information on the period and results of 
general elections and presidential elections before and after the day of FTA settlement.14 
We figured out political structure during negotiation process analyzing presidential 
elections and their results, in other words, president’s or prime minister’s party, and its rate 
of votes obtained, proportion of seats secured by the dominant party in general election, as 
well as number of seats taken by the party to which the head of government belongs. 

Based on the data collected, we conducted an analysis distinguishing the cases where 
the party to which the head of government belongs is identical to the majority party of 
assembly from the cases where the two are different. Even if the two are identical, if the 
party was not a majority party at the period of analysis, it is considered as divided 
government. Also, we figured out, among the FTA member countries in each case, what 

                                            
10 The data includes both bilateral FTAs and FTAs with economic communities. 
11 “Trend and outlook of FTAs of major countries” (2006, 2007), Trade Research Institute (TRI) at Korea 

International Trade Association (KITA). 
12 Three political indices other than government system, that is to say, democratization index, autocracy index, 

and integrated polity index reflect indices by country reported in “Polity IV Country Report” by Center for 
International Development and Conflict Management (CIDCM) at University of Maryland. (http : 
//www.cidcm.umd.edu/polity/country reports/) 

13 Source: http : //en.wikipedia.org/wiki/Countries by system of government 
14 Source: Election result archive data base, Center on Democratic Performance (CDP), State University of New 

York at Binghamton. (http : //cdp.binghamton.edu/) 
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election in which country was the nearest to the date of effectuation of FTA, and the length 
of time between the point of effectuation and election. We set the point of election as 
exogenous deadline provided in the process of negotiation and domestic consent of a 
country involved, and purpose of the analysis using this is to figure out how the exogenous 
deadline influences the negotiation between two countries. 

Lastly, in order to analyze the effect of FTA on trade and economic performances of the 
member countries, we collected related economic variables. First of all, we examined the 
change in constant GDP of each country and amount of bilateral trade between FTA 
member countries in periods before and after the point of FTA. For domestic GDP data, we 
used World Development Indicators of World Bank15 and GDP database within CHELEM 
database of Centre d’ Etudes Prospectives et d’Informations (CEPII),16 and for amount of 
export between member countries, we cited International Trade database within CHELEM 
and Direction of Trade of International Monetary Fund (IMF).17 

In order to test hypothesis 1 and hypothesis 2, we set the period of negotiation based on 
how many months have passed from the point of inception to effectuation of FTA 
negotiation.  As proxy variables for negotiation allocation ratio for test of hypothesis 3, 
first, relative size of annual average amount of export from home to partner country was 
adopted as a proxy variable for home country’s benefit. Second, relative size of annual 
average amount of export from partner to home country was adopted as a proxy variable 
for partner country’s benefit. For the proxy variables, values before and after the year of 
effectuation was compared. Third, proxy variable for negotiation allocation ratio was 
calculated from the ratio of the benefits of home country and partner country computed at 
the first and second steps above. The ratio greater than one indicates that the benefit of 
home country is greater than that of the partner country. The ratio smaller than one means 
the opposite. 

 
2. Results of empirical analysis 
 

1) Political variables and negotiation period of FTAs 
 

First of all, in order to test the hypothesis 1 and hypothesis 2 drawn out from the 
theoretical model in Section 3, we conducted a regression analysis including negotiation 
period as a dependent variable and proportion of seats of the ruling party and 
democratization index of member countries as explanatory variables. The results are 
summarized in Table 1. 

First, the higher the proportion of seats taken by the ruling party, the shorter the 
negotiation period. This result can be seen through the regression coefficient that constantly 
shows the same sign regardless of whether or not we control for the variables related to 
political institution of home country, such as presidential system dummy or parliamentary 
system dummy, or economic variables such as economic size of home country and relative 
size of the economy. This consistency of results corresponds with the prediction of 
hypothesis 1 drawn from the theoretical model. 

Second, the greater the democratization index of ruling party in home country and 
partner country, the longer the negotiation period. This result can also be seen from the 
coefficient that constantly shows the sign of the same direction, regardless of whether we 
                                            

15  World Bank, World Development Indicators, Washington DC: International Bank for Reconstruction and 
Development/The World Bank, various years. 

16 Chelem Database, Centre d’ Etudes Prospectives et d’Informations (CEPII) http : 
//www.cepii.fr/anglaisgraph/bdd/chelem.htm 

17 International Monetary Fund, Direction of Trade Year Book, Washington DC: International Monetary Fund, 
various years. 
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control for the variables related to political institution of home country, such as presidential 
system dummy or parliamentary system dummy, or economic variables such as economic 
size of home country and relative size of the economy. This consistency of results 
corresponds with the prediction of hypothesis 2 drawn from the theoretical model. 

 
Table 1. Regression analysis of FTA negotiation period 

 

 
 
Third, variables related to political system of home country such as presidential system 

dummy or parliamentary system dummy, and variables related to economic size of home 
country or relative economic size of partner country do not seem to have a statistically 
significant effect on the negotiation period. 

Fourth, compared to negotiations between individual countries, negotiations in which 
country groups are involved seem to shorten the time period for about 15 months. 

 
2) Political variables and relative size of export growth ratio 
 
In order to test hypothesis 3 from the theoretical model in Section 3, we conducted a 

regression analysis using the relative size of export growth ratio of home and partner 
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country as dependent variable and including in explanatory variables the ruling party’s 
proportion of seats in member each countries. The results are summarized in Table 2. 

 
Table 2. Regression analysis of relative size of export growth ratio before and after agreements 

 

 
 
 
 
Looking at the regression results summarized in Table 2, relative size of export growth 

effect from effectuation of FTA turns out to be more beneficial to home country, the lower 
the proportion of seats taken by the ruling party in home country and the higher the 
proportion of seats taken by the ruling party in partner country. This result is constant 
irrespective of the inclusion of other control variables and is in accord with the prediction 
in hypothesis 3 from the theoretical model. Other variables such as democratization indices 
of both countries, dummy variables related to political system in home country, home 
country’s size of economy, and partner country’s relative size of economy are proved not to 
be statistically significant. 
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V. Conclusion and Policy Implications 

 
 
In this study we examined whether domestic political factors influence bilateral 

negotiations such as FTAs. We broadly studied two kinds of impact, one is the impact that 
domestic political factors have on the negotiation period and the other is the impact on the 
outcome of negotiation. Results of theoretical and empirical analysis are as follows. 

First, away from the traditional alternating offer bargaining game of Rubinstein (1982), 
in a negotiation theory model with delay, we showed that domestic constraints such as 
institutional requirement of ratification of assembly and threat of opposition to ratification 
of negotiation lengthen the negotiation period. In other words, inefficiency from the delay 
of negotiation increases with domestic political constraints. Domestic political constraint 
also influences the result of international negotiation. The benefit that can be expected from 
negotiation, in other words, level of concession from partner country increases with the 
level of domestic political constraint. Therefore, domestic political constraint influences the 
period and result of negotiation in opposite direction. That is to say, if level of requirement 
by assembly increases compared to partner country, inefficiency from the delay of 
negotiation increases while the result from negotiation becomes more beneficial to home 
country. On the other hand, assuming that the level of requirement by assembly is low in 
partner country, if level of requirement decreases compared to partner country, inefficiency 
from the delay of negotiation may be decreased but the result of negotiation itself will be 
unfavorable. Of course, it should be considered that the negotiation itself cannot be 
accomplished if the requirement by assemblies in both countries are excessively higher 
than the economic benefit expected from the negotiation. 

For empirical analysis part, we constructed from various sources our own database of 
political and economic variables for countries that participated in FTAs processed and 
effectuated so far. Result from the analysis of this database is as follows. First, we used the 
proportion of seats taken by ruling party as a measure of domestic political constraint, and 
when we controlled other variables such as type of government, GDP of the year prior to 
the inception of FTA negotiation, proportion of trade with partner country in GDP, GDP 
ratio compared to partner country, period of negotiation decreased as proportion of seats 
taken by ruling party increased. This means that, since domestic political constraint moves 
in opposite direction to the proportion of seats taken by ruling party, negotiation period 
shortens as domestic political constraint lessens. In other words, level of concession from 
partner country increases as domestic political constraint increases. 

From the above results from analysis, we can see that when determining which country 
to negotiate with for FTA with top priority, we should consider the political condition of 
partner country, especially domestic political constraint. When identical economic effects 
are expected, negotiating with a country with lesser domestic political constraint compared 
to that in home country is more beneficial in respect to the result of negotiation. 
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Abstract 
 
 

Despite the political sensitivity of foreign capital, existing work on the effect of foreign 
ownership at the firm level is slim. This paper examines the effect of foreign equity 
ownership on firm performance using a panel of Korean firms for the period of 1993-2002 
when foreign capital inflows increased dramatically. Empirical results show that foreign 
equity ownership positively affects firm performance due to monitoring and shareholder 
activism, complementing domestic institutional investors and countering indigenous 
factors such as family and business group. In addition to shareholder activism, board 
participation by foreign investors also has a significant positive effect. There is also 
monotonically a positive relationship between the degree of foreign control and firm 
performance. Sub-period estimation shows that the effects of market liberalization were 
more gradual than abrupt even though the holding limit on foreign equity ownership was 
lifted only after the Asian financial crisis.   
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I. Introduction  

 
 
Foreign capital is a subject of popular debate touching on many sensitive nerves. On one 

hand, foreign capital inflow is generally viewed positively because it can help improve 
productivity as well as bring in additional capital and new employment opportunities. On 
the other hand, foreign capital also creates considerable anxiety because it allegedly 
expropriates local shareholder wealth, endangers economic sovereignty, and/or introduces 
instability in the local markets.1 An implicit assumption in this debate is that foreign 
ownership of local firms is different from local ownership because foreigners are 
“outsiders.” In fact, independence from outside influences is a virtue in most societies 
because it promotes a sense of belonging and self-determination among insiders. However, 
outsiders can also bring in a measure of independence and objectivity unencumbered by 
parochial concerns.   

The potential conflict between insiders and outsiders is well recognized in corporate 
finance. Shleifer and Vishny (1997) and others argue that controlling insider owners and 
management have incentives to pursue their own benefits at the expense of atomistic 
outside shareholders, resulting in sub-optimal firm valuation. In this setting, outside 
institutional investors can be effective in monitoring inside shareholders and managers. 
Some institutional investors such as Warren Buffet, LENS fund and others specialize in 
strategic investment strategies by purchasing blocks of shares and building relationships 
with management and monitoring for improved performance. Bethel, Liebeskind and 
Opler (1998) and others show that block share purchases improve corporate performance. 
Smith (1996) documents the positive role of shareholder activism by CalPERS, an 
institutional investor managing public employee retirement funds in California, in terms of 
their activism in monitoring corporate insiders and exerting public pressures for 
shareholder values.   

Dahlquist and Robertsson (2001) argue that the behavior of foreign investors essentially 
resembles that of institutional investors in Sweden. If so, foreign investors can be 
instrumental in improving corporate governance and enhancing shareholder values 
because they can mitigate managerial opportunism or value expropriation by insiders. 
Several studies of emerging markets such as Claessen, Djankov and Lang (2000) and 
Lemmon and Lins (2003) document the exploitation of minority shareholders by 
controlling insiders. This is due to the family control and an inefficiency of the market for 
corporate control in these countries. Similarly, Lins (2003) shows that non-management 
external blockholdings are positively related to firm value in countries with low 
shareholder protection. Thus it is plausible that the active monitoring of corporate insiders 
by foreign investors can complement oversight by indigenous institutions that may be 
underdeveloped or otherwise limited in conducting a full oversight function because of 
institutional or regulatory constraints.   

In addition to general shareholder activism, foreign equity ownership can also help 
generate positive corporate performance through other channels. First, foreign investors 
can attempt to improve corporate performance internally by securing a representation in 
the board. Oxelheim and Randoy (2003) argue that foreign board membership may have a 
                                            

1 There are numerous articles in public media summarizing local sentiments against foreign investments: “The 
bad guy? Private equity: As the economy reels, German politicians blame foreign investors,” Business Week, May 
16, 2005; “Foreign investors induce anxiety in South Korea,” Wall Street Journal, May 11, 2005; “Stakeholder 
speaks out to Koreans: New foreign investor chastens SK corp.,” New York Times, April 29, 2003; and “China: A 
revolt against foreign investors,” Business Week, July 10, 2006. 
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positive effect on the firm value by signaling the presence of an independent voice in the 
board representing not only foreign interests but also general interests of atomistic outside 
shareholders. Recently, Choi, Park and Yoo (2007) report the positive contributions of 
outside directors including foreigners in post-crisis Korea. Second, foreign equity 
ownership can also have a positive informational effect on the firm. Similar to dual-listed 
local firms which converge to the U.S. valuation after listing because of improved 
governance and disclosure (Doidge (2004), Doidge, Karolyi and Stulz (2004)), local firms 
owned partially by foreigners may improve performance due to the convergence of 
governance and business practices to those of advanced countries. Using international data, 
Bae, Bailey and Mao (2006) show the improved informational environments associated 
with the degree of market opening to foreign equity investment.   

In contrast to the voluminous work regarding trading activities of foreign investors, 
specific work on the corporate impact of foreign ownership is relatively slim. In their study 
of business groups in Indian firms using the 1993 data, Khana and Palepu (1999) report the 
positive effect of foreign ownership in India. The study of share prices during the 1997 
Korean financial crisis by Baek, Kang and Park (2004) includes a finding that firms with 
high ownership concentration by foreign investors experienced a smaller reduction in share 
values during the crisis. The general literature on corporate ownership finds no statistically 
significant relation between ownership structure and firm performance in the U.S. where 
sophisticated external governance mechanisms exist (e.g., McConnell and Servaes, 1990; 
Demsetz and Villalonga, 2001).   

In this paper, we investigate the relationship between foreign equity ownership and 
corporate performance in Korea using the panel data for the period of 1993-2002. We are 
not aware of any study of its kind that focuses on the effect of foreign ownership on 
performance at the firm level. Korea is uniquely suitable for this study because foreign 
investments increased dramatically in step with the relaxation of government restrictions 
on foreign equity ownership. The share of foreign equity ownership in terms of market 
capitalization of listed firms increased from under 10% in 1993 to about 40% to 2003 – a 
phenomenal increase in foreign ownership in a relatively short period. It is also a matter of 
considerable interest how the role of foreign investors changed as the country underwent 
and recovered from the Asian financial crisis. The Asian financial crisis devastated the 
Korean economy in 1997, which resulted in a series of regulatory changes including the 
liberalization of foreign investment restrictions.2  

Empirical results show that foreign equity ownership positively affects firm 
performance, complementing the monitoring function of domestic institutional investors 
and countering indigenous factors such as family and business group. In addition to 
shareholder activism, board participation by foreign investors has a significant positive 
effect. The results are the same regardless of whether firm performance is measured by 
Tobin’s q or accounting performance. However, it is plausible that the association between 
foreign ownership and firm performance is due to foreign investments in firms with good 
performance. To address this possibility, we estimate foreign ownership and firm 
performance simultaneously, in addition to the single equation estimation with lagged 
ownership variables. The results are robust, showing the strong effect of foreign equity 
ownership on firm performance regardless of whether foreign investment is taken to be 
exogenous or endogenous. Sub-period estimations show that intertemporal variability in 

                                            
2 Other Asian countries also took significant market liberalization measures that induced capital inflows. For 

instance, Indonesia had significant market liberalization in 1989 (when the maximum foreign equity ownership of 
limit increased to 49% except for financial firms) and again in 1998. Thailand had foreign equity restriction of 49% 
in 1996 prior to the Asian financial crisis (compared with 20% in Korea in the same year) but did not liberalize 
further after the crisis. For a study of the effect of pre-crisis market liberalization in Thailand, see Bailey and 
Jagtiani (1994). 
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the effects of foreign ownership was more gradual than abrupt even though the limit on 
foreign ownership was completely lifted only after the Asian financial crisis.   

The rest of this study is organized as follows. Section 2 discusses the historical 
developments of foreign equity investments and shareholder activism in Korea. Section 3 
describes the data and provides descriptive statistics. Section 4 presents main empirical 
works. Section 5 closes with a summary and conclusion.  

  
 
II. Foreign Equity Investments and Shareholder Activism  

 
 
The Korean stock market was opened for foreign investors in January 1992 with a 

foreign equity holding limit set at 10% for each listed firm, which was raised to 20% in 
October 1996. Prior to 1992, only indirect investment by foreigners through mutual funds 
and country funds as well as convertible bonds was permitted. The Korea Fund – a 
closed-end country fund – was listed in the U.S. in August 1984, and several convertible 
eurobonds of Korean firms were floated after 1985. Conversion of convertible bonds and 
resulting equity transactions in offshore markets were permitted in January 1990. To attract 
more foreign capital as a partial solution for the liquidity crunch caused by the Asian 
financial crisis, the government raised the foreign ownership limit to 55% in December 1997, 
and then completely eliminated it in May 1998 except for certain regulated or 
defense-related government-controlled firms still subject to the foreign ownership limit 
(e.g., Korea Electric Power with a 40% holding limit).3 This resulted in a dramatic hike in 
capital inflow. Foreign portfolio investment inflows to Korea increased from about US$3 
billion in 1992 to US$40 billion in 1999 and US$80 billion in 2003 (Table 1). The market 
value of the outstanding shares of listed firms held by foreign investors relative to total 
market quadrupled from 10.2% in 1994 to 40.1% in 2003. The percentage of the number of 
shares owned by foreigners on the Korea Stock Exchange also increased from 4.1% in 1992 
to 18.0% in 2003. As of the end of 2003, the market value of foreign equity ownership is 
equivalent to 19.6% of the gross domestic product (GDP) of South Korea.  

As foreign investments increased, shareholder activism and the monitoring of corporate 
insider owners and management by domestic and foreign institutional investors became 
more common. A series of regulatory changes were also instituted to support corporate 
governance and transparency such as the requirement in 1999 that listed firms must 
maintain at least a quarter of the board as outside directors. Foreign exchange rates that 
were under the management of the central bank became flexible, and the foreign exchange 
control was also all but eliminated for foreign investors. Given these regulatory reforms as 
well as a dramatic increase in foreign capital inflows, it is plausible that the impact of 
foreign ownership on the firm should be more pronounced in the post-Asian financial crisis 
period than before.  

A good example of shareholder activism by foreign investors in post-crisis Korea is 
Sovereign Global – a Monaco-based international capital management firm that acquired 
an equity ownership of about 15% of SK Group. Sovereign led a group of foreign investors 
to voice shareholder concerns in press interviews and shareholders meetings, and even 
tried to unseat family-friendly board members and replace them by a slate nominated by 
foreign investors. Although the attempt to replace the SK’s board was unsuccessful, SK 
agreed to reduce family control and enhance transparency. Similarly, a group of foreign 
investors led by Carl Icahn, a U.S. corporate raider, successfully pressured the Korea 

                                            
3 Pohang Steel (POSCO) was also capped at 40% for total foreign equity ownership as of May 1998. The cap on 

POSCO was subsequently lifted in 2000 while that on Korea Electric Power remains.  
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Table 1. Foreign ownership: yearly flows and year-end holdings  
  

This table shows yearly foreign portfolio flows and year-end foreign equity ownership 
in Korea from 1992 to 2003. Foreign portfolio flows are measured in U.S. dollars using the 
average of monthly won/U.S. dollar exchange rates for a given year (sources: the Korea 
Stock Exchange, and the Korea National Statistical Office). Volume shows the number of 
shares held by foreign investors and its proportion to the total market shares outstanding. 
Market value of shares held by foreign investors is shown both in Korean won and U.S. 
dollars, and its proportion to the total market capitalization and to the gross domestic 
products in won. The foreign ownership limit for each listed stock as of the year end is 
obtained from the Korean Financial Supervisory Service.   
  

Yearly foreign portfolio flows Year-end shareholdings by foreign investors  Foreign 
ownership  

   In   Out  Net  Volume  Market value  limit  

      Billions of US 
dollar  

Billion 
shares  

% 
market  

Trillion 
won  

Billion 
US dollar  

% 
market  

% 
GDP  % firm  

1992  2.99  1.12  1.87  0.22  4.1    NA    NA   NA   NA  10  

1993  7.98  2.62  5.36  0.50  8.7    NA    NA   NA   NA  10  

1994  7.93  6.76  1.17  0.63  9.1  15.4  21.7  10.2  4.5  12  

1995  9.42  7.81  1.61  0.76  10.1  16.7  18.8  12.0  4.2  15  

1996  10.50 7.27  3.22  0.99  11.6  15.2  10.0  13.0  3.4  20  

1997  8.11  7.74  0.37  0.82  9.1  9.6  17.8  13.7  2.0  55  

1998  14.56  9.68  4.88  1.18  10.4  24.4  66.9  18.0  5.1  100  

1999  39.99  38.59  1.41  2.32  12.4  79.5  49.4  21.7  14.3  100  

2000  48.78  39.98  8.80  2.67  13.8  56.2  72.3  30.2  9.8  100  

2001  44.28  38.34  5.94  2.87  14.7  93.7  74.7  36.6  15.0  100  

2002  70.28  72.71  -2.43  3.05  11.5  93.2  119.5  36.0  13.6  100  

2003  80.36  68.26  12.11  4.26  18.0  142.5  19.2  40.1  19.6  100  

Source: The foreign ownership limit was removed completely in May 25, 1998 except for certain regulated and 
defense-related government-controlled firms such as Korea Electric Power Corporation (KEPCO) and Pohang 
Steel (POSCO). Foreign ownership on KEPCO and POSCO was capped at 40% in 1998 (the cap on POSCO was 
subsequently lifted in 2002 while the restriction on KEPCO remains).   

 
Tobacco and Ginseng Company to make dividend payments and to retire treasury stock. 

Bae, Bailey and Mao (2006) argue that foreign investment improves the information 
environment in emerging markets. Given shareholder activism, it is plausible that foreign 
equity ownership signals a positive shareholder value to the market.  

Banks are one of the most significant indigenous institutional investor groups in Korea. 
Insurance and securities companies often are not independent outsiders because most of 
these companies are under the control of chaebols so that their monitoring roles may be 
substantially compromised.4 Banks are independent of chaebol influences – chaebols are 

                                            
4 Given the chaebol connection, securities companies are generally prohibited from owning shares of the parent 

holding company, and insurance companies are constrained from exercising voting rights on affiliated companies 
in the same chaebol group. In addition, Cho and Park (2002) report that these institutional investors voted for 
management in 305 out of 323 cases (94.4%) between March 2001 and February 2002. This indicates a passive role 
of these non-bank financial institutions. 
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not permitted to own commercial banks. Given independent institutional monitoring, we 
expect firm performance to increase with bank ownership. A large number of firms in 
Korea are controlled by chaebols, which involves family control as well as a keiretsu-like 
group behavior. There is no consensus in existing work regarding the performance of 
business group and family firms.5  

 
 
 III. Data and Descriptive Statistics  

 
 
All ownership and firm-specific accounting data were obtained from the Listed 

Company Database of the Korean Listed Companies Association. The daily stock price and 
market index data were obtained from the Korea Stock Exchange (KSE), and the list of 
chaebols from the Korea Fair Trade Commission. The sample is composed of 4,430 
firm-year observations for the period from 1993 to 2002. The use of a one-year lag in 
ownership variables reduces the available sample size to 3,987 observations for estimation 
covering nine years from 1994 to 2002. Actual estimation is based on somewhat unbalanced 
sample for each year due to uneven availability of certain variables. Estimations are based 
on the entire sample and also on three subsamples: the pre-crisis (1994 - 1996), the crisis 
(1997 - 1998) and the post-crisis (1999 - 2002) samples.   

The Korean stock market was opened to foreign investors for direct equity investment 
of individual firms in 1992, but the data for that year was incomplete and therefore omitted. 
The sample includes all KSE-listed non-financial firms for which necessary ownership and 
firm-specific variables are available. The frequency of all variables is annual, and the values 
are measured as of the end of December for each year. Financial firms are excluded because 
they are subject to different regulatory requirements and have undergone severe 
restructuring since the Asian financial crisis. The sample includes only companies that are 
listed for the entire sample period. Although the sample is thus subject to survivorship bias, 
the bias relative to foreign ownership is unlikely to be systematic. Almost half (46.8%) of 
the observations in the sample have little or no foreign ownership (foreign equity ratio is 
zero or less than one percent). Compared to the total of 4,430 firm-year observations 
included in the sample for 1993-2002, there were 245 exclusions due to delisting, which are 
almost evenly matched by 226 exclusions due to new listing (both statistics are for the 
entire KSE, and the portions of non-financial firms are unknown). Delistings are 
attributable to mergers and acquisitions as well as poor performance.   

A primary measure of firm performance is Tobin’s q. Following Khanna and Palepu (2000), 
Demsetz and Villalonga (2001) and others, Tobin’s q is defined as the sum of the market value 
of common stock and book value of preferred stock and total liabilities divided by the book 
value of total assets.6 The return on asset is also used alternatively to measure the firm’s 
accounting performance. Table 2 provides the list of all variables used in empirical work.  
                                            

5 Firms affiliated with business groups can capitalize on internal markets for resources and risk diversification 
among member firms (Shin and Park, 1999; Khanna and Palepu, 2000). However, such value-adding benefits of 
chaebol affiliation can be curtailed by value-destroying tunneling activities such as shifting funds to inefficient firms 
within the group (Bae, Kang and Kim, 2002; Joh, 2003; Lins, 2003; Baek, Kang and Park, 2004). The net effects of 
chaebol membership are therefore unclear. Similarly, family firms may have a comparative advantage because of a 
decrease in managerial agency costs (Demsetz and Lehn, 1985), which is empirically supported by Anderson and Reeb 
(2003) for U.S. firms. On the other hand, family ownership could cause suboptimal investment decisions, excessive 
compensation or continued employment of incompetent owner-managers (e.g., Fama and Jensen, 1985; Shleifer and 
Vishny, 1997). Studies of the Asian financial crisis (e.g., Claessens, Djankov, and Lang, 2000) suggest the likelihood of 
expropriation of atomistic shareholders by controlling shareholders who belong to founding families. 

6 A more theoretically correct formula for Tobin’s q is market value of a firm divided by the replacement costs of 
its assets (Lindenberg and Ross, 1981). The replacement cost of corporate assets, however, is difficult to obtain. 
Chung and Pruitt (1994) report that a simple formula for Tobin’s q such as the one used here explains 96.6% of the 
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Table 2. Descriptive statistics for explanatory variables in firm performance equations  
  

The sample consists of 4,430 firm-year observations (443 firms) for the period from 1993 
to 2002, measured as of the end of the year. Data sources: the Korea Stock Exchange, the 
Korean Financial Supervisory Service, the Korea Fair Trade Commission, and the Korea 
Listed Companies Association.  
  

Variable  Observations  Mean  Median  Standard 
deviation  Max    

Min  
Tobin's q  4370  0.99  0.92  0.43  9.12  0.16  
Return on assets  4320  0.08  0.06  0.26  2.94  -2.95  
Foreign ownership  4132  0.06  0.01  0.10  0.86  0.00  
Bank ownership  4135  0.07  0.03  0.10  0.89  0.00  
Family ownership  4143  0.29  0.28  0.17  0.99  0.00  
Foreign director  1771  0.06  0.00  0.24  1.00  0.00  
Export ratio  4372  0.27  0.14  0.30  1.00  0.00  
R&D intensity  4368  0.01  0.00  0.02  0.22  0.00  
Current ratio  3906  1.44  1.22  0.97  11.58  0.00  
Debt ratio  4369  0.65  0.64  0.31  8.93  0.04  
Firm size  4374  25.80  25.63  1.51  31.34  17.26  
Beta  3982  0.71  0.73  0.35  3.05  -3.98  
Chaebol-affiliation  4430  0.18  0.00  0.39  1.00  0.00  
Depository Receipt  4430  0.03  0.00  0.17  1.00  0.00  
Definitions of variables    
Tobin's q  The market value of common stock and the book value of preferred stock and the book 

value of total liabilities, divided by the book value of total assets  
Return on assets 
(ROA)  

The ratio of the earnings before interest, tax, depreciation and amortization (EBITDA) 
to total assets  

Foreign ownership  The proportion of firm equity ownership held by registered foreign investors  
Bank ownership  The proportion of firm equity ownership held by commercial banks and other 

financial institutions except insurance and securities companies  
Family ownership  The proportion of firm equity ownership held by the largest-shareholder family and 

associated shareholders, including affiliated firms, that are under the control of the 
largest-shareholder family  

Foreign director  A dummy variable to indicate the presence of at least one foreign citizen in the 
corporate board. This data is available for four years from 1999 to 2002.  

Export ratio  The ratio of exports to total sales  
R&D intensity  The ratio of the research and development expenditures to total sales  
Current ratio  The ratio of current assets to current liabilities  
Debt ratio  The ratio of total debts to total assets  
Firm size  A natural log of total sales in Korean won  
Beta  The beta coefficient of the market model estimated from daily returns of individual 

stocks and the broad market KOSPI index for the year  
Chaebol-affiliation  A dummy variable to indicate whether the firm belongs to one of the 30 largest 

chaebols. The list of the thirty largest chaebols is updated annually.  
Depository Receipt  A dummy variable to indicate whether a firm has issued American Depository 

Receipts or Global Depository Receipts  

                                                                                                                        
variability of more theoretically correct Lindenberg and Ross’ formula for U.S. firms.  
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Ownership data are disaggregated by shareholder types: foreign investors, banks, and 
family owners. Public sector holdings are excluded because they may be motivated by 
non-economic factors. Foreign equity ownership is the proportion of stocks held by 
registered foreign investors. Bank ownership is the proportion of equities held by 
commercial banks and financial institutions other than insurance and securities firms. 
Family ownership is measured by the proportion of equity held by the largest shareholder 
family and associated shareholders who are under the control of the largest shareholder 
family.  

The foreign director dummy variable indicates the presence or absence of registered 
foreign citizens on the board. The chaebol affiliation dummy indicates whether a firm 
belongs to one of the top 30 chaebols based on classification by the Korea Fair Trade 
Commission (KFTC). The top 30 chaebols comprise a list used for regulatory purposes by 
the KFTC and is commonly used in academic studies on Korean corporate governance. The 
total assets of all member firms belonging to the top 30 chaebol group accounted for 
approximately 75% of the GDP of South Korea in 2000. The ranking of chaebols, however, 
is subject to change each year so that the chaebol affiliation dummy of a particular firm may 
change each year. The depository receipt dummy variable measures the effect of 
information transparency (e.g., Mitton, 2002) or the bonding hypothesis that cross listing 
improves the protection afforded to minority investors and reduces the private benefits of 
control (Doidge, 2004). A dummy variable indicating whether the previous year’s earnings 
were positive is included as a proxy for the preference of institutional investors (e.g., 
Woidtke, 2002).   

Control variables in the firm performance equation are standard and reflect 
international orientation of the Korean economy. The R&D intensity (the ratio of the 
research and development expenditures to total sales) is used as a proxy for intangible 
assets, which measures the firm’s internalized oligopolistic advantages (e.g., Dunning, 
1988). The export to sales ratio is included to measure the firm’s international operations 
and to control for familiarity of the firm to foreign investors (e.g., Dahlquist and Robertsson, 
2001). Firm size is measured by sales in natural log. We have also used total assets of the 
firm as an alternative measure of firm size but the results are similar – we did not use total 
assets here because of a concern that its appearance in both sides of the regression equation 
(total assets also goes into the computation of the Tobin’s q variable) may generate some 
bias. To the extent that larger firms tend to be more diversified with potentially bigger 
agency and bureaucratic costs, the effect of firm size can be negative, although larger firms 
also indicate greater ease of information availability (Kang and Stulz, 1997). The ratio of 
total debts to total assets is a measure of a firm’s financial risk, but may also indicate the 
degree of monitoring performed by debt-holders. The current ratio is included to control 
for the financial capacity to meet short-term financial requirements. In addition, beta 
(estimated from the market model by using daily stock returns over one year) is included to 
measure the firm’s systematic risk. A natural log of the daily average won value of shares 
traded is used to control for liquidity. Dummy variables are also used for year and industry. 
Following local convention, four industry dummies are used: manufacturing, services, 
construction and transportation, and utility and telecommunication. Utility and 
telecommunication are listed separately because of their specific regulatory environments.   

Table 3 presents the Pearson correlation coefficients among explanatory variables used 
in the firm performance equation. The condition numbers calculated as per Belsley, Kuh, 
and Welsch (1980) indicate no multicollinearity problems. Foreign equity ownership is 
positively correlated to firm size and chaebol affiliation, and negatively with the debt ratio. 
Bank holdings are positively correlated with foreign ownership at 0.11, suggesting that 
their monitoring effects can be complementary. On the other hand, the correlation 
coefficient between foreign and family ownership is negative.  
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Table 3. Correlation coefficients  
  

This table provides the Pearson correlation coefficients for a pair of explanatory 
variables included in firm performance equations. The sample consists of 4,430 firm-years 
(443 firms) from 1993 to 2002. The variables included are foreign ownership (Foreign), bank 
ownership (Bank), family ownership (Family), export ratio (Export), R&D intensity (R&D), 
the current ratio (Current), the debt ratio (Debt), firm size (Size), beta (Beta), a 
chaebol-affiliation dummy (Chaebol), and a depository receipt dummy variable (DR). See 
Table 2 for the definitions of these variables. ***, **, and * denote statistical significance at 
the one, five, and ten percent levels (two-sided), respectively. The condition index method 
suggested by Belsley et al. (1980) indicates no multicollinearity problems among these 
variables (the condition index numbers here show the value of three while the condition 
number of 20 or higher is indicative of multicollinearity).  

 
  Foreign  Bank  Family  Export R&D Current Debt Size  Beta  Chaebol 

Bank  0.11               

  ***               

Family  -0.11  -0.27             

  ***  ***             

Export  0.08  0.02  -0.03           

  ***    **           

R&D  0.05  0.03  -0.09  0.03          

  ***  *  ***  **         

Current  0.00  -0.03  -0.02  -0.02  0.05         

    *     ***        

Debt  -0.14  0.08  -0.22  -0.07  -0.03  -0.43        

  ***  ***  ***  *** ** ***       

Size  0.36  0.25  -0.07  0.11  0.05  -0.27  0.07       

  ***  ***  ***  *** *** *** ***      

Beta  0.09  0.10  -0.15  0.11  0.18  -0.13  0.00  0.30     

  ***  ***  ***  *** *** ***  ***     

Chaebol  0.17  0.14  -0.04  0.07  0.06  -0.21  0.07  0.50  0.19   

  ***  ***  ***  *** *** *** *** ***  ***   

DR  0.32  0.09  -0.14  0.05  0.12  -0.08  -0.02  0.40  0.17  0.20  

  ***  ***  ***  *** *** ***  ***  ***  *** 
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IV. Empirical Results  

 
 
The main empirical hypothesis is that foreign equity ownership positively influences 

corporate performance. We examine this and related issues using the entire sample and 
also sub-samples divided by pre-, during and post-Asian financial crisis periods. We also 
examine the effects of foreign board membership. In principle, ownership is endogenous 
because the determination of a firm’s ownership structure depends on decisions of the firm 
and investors (e.g., Demsetz and Lehn, 1985). Foreign ownership may be even more so 
because capital flows and international investment decisions depend on various target and 
country selection variables. Therefore, we perform both single equation and simultaneous 
estimations.   

As discussed in the previous section, firm performance (measured by Tobin’s q or 
return on assets) is estimated as a function of foreign ownership, domestic ownership and 
control as well as an intercept and lagged firm performance. Domestic ownership variables 
used are bank ownership and family ownership. In the single equation estimation, foreign 
and domestic ownership variables are lagged as pre-determined variables. In the 
simultaneous equation estimations, all variables are contemporaneous. The foreign 
ownership equation, estimated endogenously in simultaneous estimation, closely follows 
existing work (Kang and Stulz, 1997; Dahlquist and Robertsson, 2001).   

The single equation estimation is done by least square dummy variable (LSDV) 
regressions with year and industry dummies using lagged ownership variables.7 Since a 
firm whose financial year ends in December publishes its annual report in the following 
spring, the use of one-year lagged ownership variables reflects the ownership structure at 
the beginning of the year. As a robustness check, Fama-MacBeth estimates are separately 
calculated by averaging the coefficient estimates of individual yearly regressions. The 
simultaneous estimation endogenizes foreign ownership along with firm performance and 
is done by a full information maximum likelihood (FIML) method. Compared to the 
two-stage least squares or the instrumental variables approach that is consistent but not 
asymptotically efficient, the FIML estimators are consistent and asymptotically efficient 
(and their asymptotic distributions are normal). The asymptotic property of FIML is 
important for relatively larger samples (the number of observations in the present study is 
more than 4,000).  
  
1. Single Equation Results  
 

Table 4 provides the full-sample results for the single equation analysis. The results 
confirm our main hypothesis that firm performance is positively associated with foreign 
equity ownership. All three least square regressions show positive and statistically 
significant coefficients for the lagged linear foreign ownership variable, regardless of 
whether firm performance is measured by Tobin’s q or ROA. In addition, the 
Fama-Macbeth regression shows a positive and significant coefficient for foreign 
ownership.8   

                                            
7 Zhou (2001) criticizes the use of fixed firm effect variables because it effectively eliminates cross-sectional 

variations, leading to insignificant estimation results. Thus we use fixed time and industry effects rather than fixed 
firm effects to allow for cross sectional variations across firms.  

8 To measure the effect of a potential nonlinear relationship, we also include a square term for foreign ownership. 
The coefficient of the squared foreign ownership is also significant and positive (not reported here), similar to that 
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Table 4. The effect of foreign equity ownership on firm performance: Single equation estimation  
  

This table presents the results of least square dummy variable regressions (LSDV) with 
year and industry dummy variables. The last column presents yearly average estimates of 
Fama-Macbeth regressions. The dependent variable is Tobin’s q or ROA. Ownership 
variables are one-year lagged, and all other variables are contemporaneous. Firm 
characteristic control variables include export ratio, R&D intensity, the current ratio, the 
debt ratio, firm size and beta. The sample consists of 3,987 firm-years (443 firms) from 1994 
to 2002. The data for 1993 was lost because of the lagged variables. See Table 2 for the 
definitions of the variables. White heteroscedasticity-consistent standard errors are used. 
The p-values for the t-test for the null of zero coefficient value are shown in parentheses.  
  

  Least square dummy variable (LSDV) regression Fama-Macbeth 

   Tobin’s q  Tobin’s q  ROA  Tobin’s q  

  (A1)  (A2)  (A3)  (A4)  
        
Foreign ownership lagged (F)  0.378  0.286  0.088  0.273  

  (0.00)  (0.00)  (0.04)  (0.03)  

Bank ownership lagged  0.113  0.114  0.010  0.137  

  (0.14)  (0.14)  (0.81)  (0.04)  

Family ownership lagged  -0.091  -0.107  -0.020  -0.084  

  (0.04)  (0.02)  (0.47)  (0.16)  

Chaebol-affiliation  0.017  0.002  -0.001  0.019  

  (0.28)  (0.92)  (0.88)  (0.26)  

Depository receipt  0.036  0.029  -0.029  0.006  

  (0.24)  (0.29)  (0.02)  (0.87)  

F * Family ownership lagged    0.235      

    (0.39)      

F * Chaebol affiliation    0.174      

    (0.22)      

Tobin's q lagged  0.356  0.356    0.440  

  (0.00)  (0.00)    (0.00)  
    

All control variables including firm characteristics, year and industry dummies and constant are included in 
all regressions.  

    

Adjusted R-squared  0.441  0.442 0.111  

Number of observations  3395 3395 3383  

 

                                                                                                                        
of a linear term. 
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The effects of bank ownership are also positive, but significant for only one out of four 
equations. This supports the view that although domestic institutions can perform 
managerial oversight, they are insufficient as an instrument of external governance in 
emerging markets due to institutional, regulatory or political constraints (Khanna and Palepu, 
2000). In this setting, foreign investors can complement the monitoring role of domestic 
institutional investors and consequently contribute to improved corporate performance.  

Family ownership is negative in all four regressions and statistically significant in two 
cases. These results indicate that the benefit of lower agency cost of a family firm is offset 
(or more than offset) by the likelihood that controlling insiders may exploit atomistic 
outside shareholders. The interaction terms between foreign ownership and family are 
positive but insignificant – this suggests a possibility that foreign ownership may help to 
offset the negative impact of family firms. Chaebol dummies, either on their own or in their 
interaction term with foreign ownership, are positive but statistically insignificant 
throughout. The coefficients of depositary receipt (DR) dummies are insignificant except for 
one. These results based on the entire sample period, however, are preliminary using single 
equation estimations, and will be examined further in light of the simultaneous system 
analysis that estimates foreign ownership endogenously.   

 
 2. Simultaneous Estimation with Endogenous Foreign Ownership  

 
We estimate two sets of simultaneous estimations. The two sets differ in terms of 

whether only foreign ownership is included or whether lagged bank and family ownership 
variables are also included as additional ownership variables. Table 5 shows that, in both 
sets, the relationship is indeed simultaneous – both Tobin’s q and foreign ownership are 
significant affecting each other contemporaneously in all equations.   

We first examine the foreign ownership equation. As shown in two right columns in 
Table 5, foreign equity ownership is associated positively with firm size and prior positive 
earnings and negatively with the debt ratio. These results are consistent with Dahlquist and 
Robertsson (2001) that foreign investors prefer a larger firm with sound capital structure 
and profitability. Foreign investments also appear to be attracted to familiar names or ones 
that are more transparent due to overseas listing, as indicated by the positive and 
significant coefficient of the DR dummy (Aggarwal, Klapper and Wysocki, 2005). 
Consistent with a typical selection criterion of target firms by institutional investors 
(Dahlquist and Robertsson, 2001), foreign ownership is positively related to trading volume. 
The negative and significant coefficients of the R&D expenditures to sales suggest that 
foreign investors may not necessarily favor R&D-intensive target firms.   

Our primary interest is in Tobin’s q equation. Confirming the main result from the 
single-equation analysis, the two left columns in Table 5 shows that the coefficients of 
foreign equity ownership are positive and statistically significant at the 1% level. Bank 
ownership is also significant, but foreign ownership provides added positive (and 
proportionately larger) performance enhancement. The effect of family ownership is 
negative as before but significant at the 5% level, while the chaebol dummy is positive and 
insignificant as before. In sum, the previous conclusions from the single equation in Table 4 
generally carry over in Table 5 where foreign ownership and Tobin’s q are simultaneously 
estimated.  

The coefficients of control variables are also informative. The debt ratio is positive and 
significant in Tobin’s q equation, which indicates that debt holders as a group may exert 
positive monitoring influence on the firm. The current ratio is also positive, indicating the 
value of liquid assets. Considering the firm performance and foreign ownership equations 
together, the results show that while foreign investors may not necessarily favor R&D 
intensive firms, the presence of R&D assets itself can be positive on firm performance. 
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Table 5. Simultaneous estimation of firm performance and foreign ownership  
  

This table presents the results of simultaneous estimations of firm performance and 
foreign ownership by the full information maximum likelihood (FIML) method using 
Marquardt algorithm. The sample consists of 3,987 firm years (443 firms) from 1994 to 2002. 
The data for 1993 was lost because of the use of lagged variables. Firm performance is 
measured by Tobin’s q. Bank and family ownerships are one-year lagged, and all other 
variables are contemporaneous. See Table 2 for the definitions of the variables. The 
p-values for the t-test for the null of zero coefficient value are shown in parentheses.    

  Tobin’s q    Foreign ownership  
  (Q1) (Q2)  (F1)  (F2) 

Tobin's q        0.036  0.038 
        (0.00)  (0.00)  
Foreign ownership  0.595 0.565       
  (0.00)  (0.00)        
Foreign ownership lagged        0.719  0.719 
        (0.00)  (0.00)  
Bank ownership lagged    0.115     -0.013 
    (0.04)      (0.40)  
Family ownership lagged    -0.076     -0.006 
    (0.03)      (0.48)  
Chaebol-affiliation  0.013 0.013   0.002  0.002 
  (0.49)  (0.50)    (0.65)  (0.58)  
Depository receipt  0.016 0.012   0.031  0.030 
  (0.62)  (0.73)    (0.00)  (0.00)  
Tobin's q lagged  0.348 0.348       
  (0.00)  (0.00)        
      
Export ratio  0.020 0.019   -0.003  -0.003 
  (0.30)  (0.33)    (0.49)  (0.49)  
R&D intensity  1.695 1.649   -0.161  -0.159 
  (0.00)  (0.00)    (0.02)  (0.02)  
Current ratio  0.018 0.015   0.001  0.000 
  (0.00)  (0.00)    (0.76)  (0.96)  
Debt ratio  0.461 0.445   -0.044  -0.046 
  (0.00)  (0.00)    (0.00)  (0.00)  
Firm size  -0.043 -0.045   0.010  0.010 
  (0.00)  (0.00)    (0.00)  (0.00)  
Beta  0.003 -0.005   -0.022  -0.021 
  (0.89)  (0.80)    (0.00)  (0.00)  
Volume        0.005  0.004 
        (0.00)  (0.01)  
Positive earnings        0.009  0.009 
        (0.03)  (0.03)  
Constant  1.575 1.653   -0.334  -0.338 
  (0.00)  (0.00)    (0.00)  (0.00)  
            
Year and industry dummy variables are included in all regressions.  
            
Adjusted R-squared  0.447  0.450    0.623  0.632  
Number of observations  3380  3349    3380  3349  
Determinant residual covariance  0.0003  0.0003        

 
Similarly, while foreign investors may favor larger firms due to reputation and 
informational value, the effect of firm size as such may not necessarily be positive on firm 
performance due to the costs of agency and complexity that rises with firm size. The 
simultaneous estimation of foreign ownership and firm performance also uncovers the fact 
that while foreign investors may favor familiar firms with overseas listing, the DR dummy 
itself may not contribute to firm performance.   
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 3. Sub-period Analysis: The Impact of Market Liberalization 
 
Table 6 provides the estimation results by sub-period using FIML for simultaneous 

estimation. The full sample period is divided into three sub-periods depending on the 
progression of the Asian financial crisis: the pre-crisis period (1994-1996), the crisis period 
(1997-98), and the post-crisis period (1999-2002). This sub-period breakdown also coincides 
with several market liberalization measures taken by the Korean government concerning 
foreign equity ownership. Since January 1992 Korea had a cap of 10% for foreign equity 
ownership until October 1996 when the cap was increased to 20%. In the midst of the Asian 
financial crisis, the limit on foreign equity ownership was raised to 55% in December 1997, 
and was completely lifted in May 1998, except for certain regulated and defense-related 
government-controlled firms.   

 
Table 6. Sub-period analysis  
  

This table provides the results of the sub-period analysis. The total sample is divided 
into sub-samples in three ways: the pre-crisis (1994 - 1996), the crisis (1997 - 1998), and the 
post-crisis (1999 - 2002) periods. Estimation is based on the total sample 3,987 (443 firms) for 
the period from 1994 to 2002. The full information maximum likelihood (FIML) method is 
used to estimate Tobin’s q and foreign ownership as per the equation system of (Q2) and 
(F2) in Table 5. Reported here are the results from the Tobin’s q equation only. The p-values 
for the t-test for the null of zero coefficient value are shown in parentheses.  
 

Tobin’s q equation  Pre-crisis   Crisis   Post-crisis    
Foreign ownership  0.380 (0.00)  0.353 (0.11)  0.642  (0.00)  
Bank ownership lagged  -0.028 (0.75)  0.206 (0.14)  0.151  (0.14)  
Family ownership lagged  -0.020 (0.74)  -0.079 (0.36)  -0.124  (0.04)  
Chaebol-affiliation  -0.017 (0.54)  -0.007 (0.88)  0.062  (0.12)  
Depository receipt  -0.028 (0.66)  0.065 (0.63)  -0.017  (0.74)  
Tobin's q lagged  0.490 (0.00)  0.288 (0.00)  0.297  (0.00)  
          

All control variables are included according to (Q2) and (F2) in Table 5  
           Adjusted R-squared  0.575   0.214   0.340   
Number of observations  1105  729  1525   
Determinant residual 
covariance  0.0001   0.0003   0.0004   

 
 Foreign ownership received major attention in Korea after the drastic market liberalization 

in 1997 and 1998 that permitted majority foreign ownership. The results in Table 6 for firm 
performance, however, are consistent with the notion that changes in the impacts of foreign 
ownership were more gradual than abrupt. The coefficients of foreign ownership are positive 
and highly significant in both pre- and post-crisis periods, although the magnitude of the 
coefficient is larger in the post-crisis period compared to the pre-crisis period (0.57 versus 0.47). 
However, in contrast to Baek, Kang and Park (2004) who found the relationship between 
foreign ownership concentration and share price reduction during the crisis period of 1997, the 
present result from the simultaneous estimation shows no significant impact of foreign 
ownership on Tobin’s q during 1997-98.9 This difference may be due to the different data used 
                                            

9 Sub-period estimation results for foreign ownership are not separately reported in Table 6. The result of this 
estimation indicates that the coefficient of Tobin’s q on foreign ownership is statistically significant in the pre-crisis 
period, but not in the crisis or post-crisis period. As the Korean market fully opened and the economy became 
stabilized, some foreign fund managers tried to replicate the market by purchasing stocks in accordance with the 
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as well as the purpose of the study. Baek, Kang and Park focus on the effect of cash flow and 
voting rights of controlling shareholders on daily stock return for the period from November 
1997 to December 1998; our sub-period analysis for the crisis period is based on annual data for 
1997 and 1998 and focuses on the effect of foreign ownership on Tobin’s q.  

  
4. Foreign Board Membership  

 
In addition to shareholder activism, foreign equity ownership can also influence corporate 

performance through board participation. Oxelheim and Randøy (2003) argue that foreign 
board membership of a local firm may also have a signaling effect that reinforces its 
reputation in the financial markets. In Table 7, we include foreign board director dummy as 
an interaction term with foreign ownership in the firm performance equation. Because board 
data are only available after 1999 when the government imposed independent outside 
directors including foreigners, the sample in this section is confined to the post-crisis period 
from 1999 to 2002. There are 443 firms or 1,772 firm-year observations in the sample. The 
coefficient of foreign board director interaction term is statistically insignificant in the single 
equation estimation but highly significant in the simultaneous equation estimation. This 
supports a view that in addition to shareholder activism and signaling, foreign ownership 
may also have a positive effect on firm performance through board participation.   
 
Table 7. The effect of foreign directors  
  

This table shows the effect of foreign board participation on firm performance in 
single-equation and simultaneous-equation framework. Estimation is based on (A1) in Table 
4 and (Q2) in Table 5, respectively, with the addition of a foreign director dummy, which is 
one if there is at least one foreigner on the board and zero otherwise. The firm performance 
variable is the Tobin’s q. All control variables are included according to model specifications. 
The sample consists of 1,772 firm-year observations (443 firms) from 1999 to 2002. The 
p-values for the t-test for the null of zero coefficient value are shown in parentheses.  
  

Tobin’s q equation  
Single equation  

(LSDV) 
Simultaneous equations 

(FIML)  
Foreign ownership lagged  0.478  0.479      
  (0.00)  (0.00)      
Foreign director lagged (FDL)  0.012        
  (0.67)        
FDL * Foreign ownership lagged    0.018      
    (0.88)      
Foreign ownership contemporaneous      0.646  0.711  
      (0.00)  (0.00)  
Foreign director contemporaneous (FDC)      -0.006    
      (0.92)    
FDC * Foreign ownership contemporaneous        0.380  
        (0.01)  
          All control variables are included as 
per model specifications  Table 4: A1  Table 4: A1  Table 5: Q2  Table 5: Q2  

          Adjusted R-squared  0.326  0.326  0.340  0.259  
Number of observations  1546  1548  1525  1525  
Determinant residual covariance      0.0004  0.0001  

                                                                                                                        
KOSPI index. In these situations, Tobin’s q might not necessarily be a significant predictor for foreign investments.  



Chapter 3-1 Foreign Ownership and Corporate Performance 

 

145 

 
5. Foreign Control  
 

 In Table 8 we examine whether firm performance is sensitive to foreign control aside from 
foreign ownership. Panel A divides the full sample into three ways depending on the degree of 
foreign control: majority foreign-controlled firms (50% foreign ownership or more), minority 
foreign-controlled firms (5 - 49.9% foreign ownership), and firms with little or no foreign control 
(less than 4.9% foreign ownership). The Pearson correlation coefficient between foreign equity 
ownership and majority-foreign-controlled firms is 0.53. For the full sample period of 1993-2002, 
the average value of Tobin’s q’s for majority foreign-controlled firms is 1.19, compared with 1.03 
for minority foreign-control firms and 0.98 for little or no foreign control cases. Similarly, the 
ROA is the highest for majority foreign-controlled firms (15.5%), followed by minority 
foreign-controlled firms (8.9%) and firms with little or no foreign control (6.8%). It is interesting 
that, for both Tobin’s q and ROA, there is a monotonically positive association between the 
degree of foreign control and firm performance.  

 
Table 8. Foreign control and firm performance  
  

Panel A shows the descriptive statistics for firm performance by the degree of foreign 
control for the full sample period of 1993-2002. Firms are designated as majority 
foreign-controlled when foreign ownership is 50% or more; minority foreign-controlled 
when foreign ownership is 5 - 49.9%; and firms with little or no foreign control when 
foreign ownership is 0 - 4.9%. The total number of firms in the column exceeds the actual 
number of firms because one firm can be counted more than once in different categories 
over the years. Panel B examines the effect of majority foreign control (one if foreign 
ownership is 50% or more and zero otherwise) on firm performance in the single-equation 
and simultaneous-equation frameworks. Estimations for the single and simultaneous 
equation models, respectively, are based on (A1) in Table 4 and (Q2) in Table 5. The firm 
performance variable is Tobin’s q. The p-values for the t-test for the null of zero coefficient 
value are shown in parentheses.  
  

Panel A: Firm performance by the degree of foreign control  
  Firms Observations  Tobin’s q  ROA  
Majority foreign control  20  37  1.1928  0.1548  
Minority foreign control  303  1260  1.0256  0.0892  
Little or no foreign control  410  2835  0.9833  0.0680  
          
F-statistic for a test for the equality of means      7.7191  8.5036  
   p-value      0.0005  0.0002  
Panel B: The effect of majority foreign control on firm performance  
    Single equation (LSDV)  Simultaneous equations (FIML) 
Dependent variable  Tobin’s q  ROA  Tobin’s q  ROA  
Majority foreign control dummy lagged  0.042  -0.007      
  (0.00)  (0.44)      
Foreign ownership lagged  0.303  0.101      
  (0.00)  (0.04)      
Majority foreign control dummy 
contemporaneous      0.623  0.039  
      (0.00)  (0.47)  
Foreign ownership contemporaneous      0.457  0.206  
      (0.00)  (0.01)  
          
All control variables are included as per 
model specifications  Table 4: A1  Table 4: A1  Table 5: Q2  Table 5: Q2  
          
Adjusted R-squared  0.443  0.111  0.359  0.101  
Number of observations  3395  3383  3359  3347  
Determinant residual covariance      0.0001  0.0000  
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In Panel B we estimate Tobin’s q and ROA equations, in both single equation and 
simultaneous frameworks, including majority foreign control dummies in addition to 
foreign ownership variables. We follow the model specifications as per equation (A1) in 
Table 4 and equation (Q2) in Table 5, respectively. The foreign control dummy is one if the 
firm has 50% or more of foreign ownership and zero otherwise. The results show that 
majority foreign control dummies are highly significant in Tobin’s q equations (but not in 
ROA equations), and this is true in both single equation and simultaneous estimations. 
Foreign ownership variables are significant in all equations as before. The results here 
indicate that a majority foreign control may generate additional values beyond that of 
simple foreign ownership.   
  
6. Other Possible Channels  

 
Aitken and Harrison (1999) and others show that foreign equity participation is 

associated with an increase in plant productivity. We have preliminary evidence that the 
interaction term between foreign ownership and labor productivity in the Tobin’s q 
equation is statistically significant and positive. Bekaert and Harvey (2000) and others show 
that stock market liberalization (which induces foreign capital inflows) can lead to a 
reduction in a firm’s cost of capital (which raises firm values). Our results that indicate the 
positive effect of foreign investment on firm performance are consistent with these 
possibilities. Investigation of these additional channels of influence by foreign investment 
on firm performance is left for future work.   

  
 
V. Summary and Conclusions  

 
 
Foreign equity ownership of local firms is a politically sensitive issue in many countries. 

Yet, there is little study of the impact of foreign ownership at the firm level. In addition, 
existing work in corporate finance generally reports little or no significant relationship 
between the ownership structure and firm performance. In this paper, we examined the 
experience of Korea that has experienced a dramatic increase in foreign investment inflows 
in response to the relaxation of restrictions on foreign equity ownership. Empirical results 
show that foreign equity ownership has a highly significant and positive impact on firm 
performance, complementing the monitoring function of domestic institutional investors 
such as banks and countering indigenous factors such as family ownership and chaebol. 
The same result is obtained regardless of whether the model is estimated in a single 
equation or a simultaneous equation framework. Sub-period estimation indicates the 
positive result of foreign investment in both pre- and post-crisis periods (but not during the 
crisis period). In addition to direct ownership impacts through shareholder activism, there 
is also evidence that foreign investors can influence corporate performance through their 
board representation. There is also generally a monotonically positive relationship between 
the degree of foreign control and firm performance.  

In sum, the Korean experience provides an interesting example of how capital market 
liberalization can be highly effective in improving corporate performance where foreign 
investors are induced to act as a primary agent of monitoring and innovation. The role of 
foreign investors is significant because the usual monitoring and disciplinary roles of domestic 
institutions are insufficient. In principle, the effect of market liberalization and the effect of 
foreign ownership are distinct. However, due to the coincidence of the two in Korea, it was not 
possible to sort them out empirically in this paper. Such a task is left for future study.  
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Comments on “Foreign Ownership and Corporate 
Performance” 

 
 

Taehoon Youn,  
Korea DeGSIS, Seoul National University 

 
 
 

The authors investigate the relationship between foreign shareholdings and firm 
performance using firm-level data over the period of 1993-2002. They find that foreign 
equity shareholdings positively affect firm performance. They claim that this relationship is 
due to monitoring and shareholder activism, which the domestic institutional investors lack. 
Authors also claim that the degree of foreign control is positively correlated with firm 
performance. 

It seems to be a timely and insightful effort to examine the effect of foreign equity 
holdings on firm performance. It is a hotly debated topic which still lacks solid evidence. 
There are not many works dealing with firm level data to inspect the true meaning of 
foreign capital. The authors even approach the topic from multiple angles, meticulously 
handled the data, and properly selected the analytical tools to solidify the result. They also 
provide thorough review of the history of regulatory changes and market environments. 

The Link between shareholder activism, institutional investors, and foreign investors, 
however, may need a bit more of elaboration. First of all, not all institutional investors are 
active in monitoring and managing corporate performance. Secondly, it is known that only 
a small number of foreign investors is actively seeking control of the companies. Dahlquist 
and Robertsson (2001) indeed find that the portfolio preference of foreign investors are very 
similar to domestic institutional investors in Sweden. The findings are in line with the fact 
that most of the foreign investors are institutional investors. In addition, the capital market 
liberalization in general can serve to improve the information environment. Therefore, the 
link between partial shareholding by foreigners and a specific company’s governance and 
business practices may not be too obvious.  

It should also need to be pointed out that Cho (2005) finds no evidence supporting the 
claim that the foreign capital improves corporate governance. He fails to find a significant 
contemporaneous relationship between foreign ownership and firm performance (Tobin’s 
Q) as well. He used firm level data for 1999-2004, dynamic panel vector autoregression, 
Arellano-Bond (GMM) & fixed-effect panel. The results are also known to be sensitive to 
sample period. 

While Zhou (2001) criticizes using fixed firm effect in estimating the relationship 
between managerial ownership and firm performance, it is due to the fact that 
managerial ownership is slow in changing yearly. It still does not provide enough 
reason for not using firm fixed effect in examining the relationship between foreign 
shareholdings and firm performance. The paper may need minor elaboration 
including the aforementioned, which the authors may already have worked out by 
the time of press. This certainly is an area which needs more research efforts in the 
future and well worth it. 
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This paper examines how the boundary and efficiency of internal capital markets (i.e., 
firm size) is affected by corporate spin-offs. A spin-off is classified by its organizational 
structure: whether or not spun-off firms are operationally controlled by parent firms after a 
spin-off. Surprisingly, in about 58% of the 102 spin-off transactions we studied, parent firms 
retain “control” of spun-off firms through overlapping management. Our result implies 
that these two types of parent firms are systematically different in their management of the 
internal capital market. That is, we find that corporate spin-offs themselves do not change 
investment sensitivity in parent firms after spin-offs. However, investment activities have 
already been sensitive to the change in Tobin’s Q around the spin-off events for the parent 
firms that do not control (i.e., focused). In contrast, the controlling parent firms turn out to 
have maintained inefficient capital markets around spin-offs.  

We find that most of the focused parent firms in our spin-off sample are much larger 
than the controlling parent firms prior to spin-offs. Furthermore, for the controlling 
(focused) parents, the investment sensitivity increases (decreases) as firm size increases. 
These results are consistent with our argument that a spin-off appears to be a means to 
maintain an optimal firm size as suggested in Aron (1988), Gertner, Scharfstein, and Stein 
(1994) and Stein (1997). We show that the pre- and post spin-off market-adjusted 
performances are also consistent with the efficiency of the internal capital markets under 
these two types of parents. Given the debates on the optimal firm size of leading Korean 
firms, our findings suggest importand implications on the industrial policies of Korea.  
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A fundamental element in corporate decisions lies in understanding the internal and 
external capital markets facing firms. Recent literature has focused on the efficiency of 
internal capital markets. Gertner et al. (2002) and Gertner et al. (1994) argue that the relative 
efficiency of internal and external capital markets is a crucial element in defining the 
boundaries of the firm. Internal capital markets allow insiders to allocate funds across and 
within the line of business. Whether or not internal capital markets work well is still in 
debate. Williamson (1970) argues that internal markets work better than external ones 
because inside managers are better informed. However, others argue that divisional 
managers in internal markets may have distorted incentive to misallocate capital among 
divisions (see Meyer et al.1992; Stein 1997; Scharfstein and Stein 1998; Shin and Kim 2002). 
Shin and Stulz (1998) find evidence that internal capital is not allocated to the divisions 
with better investment opportunities. Scharfstein (1998) shows that conglomerate 
investment is less sensitive to Tobin’s Q than investment by more focused firms. Rajan et al. 
(2000) also find that conglomerates invest more than stand-alone firms in industries with 
poor investment opportunities.  

Recently, Gertner et al. (2002) and Ahn and Denis (2004) examined spin-offs in order to 
analyze the efficiency of internal capital markets. Gertner et al. studied how investment 
behavior changed in the spun-off firms, while Ahn and Denis observed the effect in the 
combined (parents and spun-offs) firm. Since the quality of internal capital markets depend 
on the agency problem mentioned above, we expect to observe the improved efficiency of 
the internal capital market to the extent that the spin-off attenuates the potential agency 
problem. However, Gertner et al. recognized the limitation of using a spin-off sample: a 
spin-off transaction is not a random event. If indeed a spin-off is motivated by the effort to 
reduce internal capital misallocation (or negative synergy), they argue that we need to be 
careful in generalizing the result.1 

The purpose of this paper is to examine the investment behavior of parent firms around 
spin-offs and its implications for internal capital markets and diversification discounts. We 
view a spin-off as an outcome arising from the effort of corporate headquarters (or parent 
managers) to maintain an optimal size of internal capital markets. Aron (1988) provides a 
theory that optimal firm size is determined as a function of the benefits and costs regarding 
diversification. Gertner et al. (1994) and Stein (1997) also argue that the size and scope of 
internal capital markets are a function of diversification and monitoring. These views do 
not require any investment efficiency improvement from a spin-off itself. In fact, contrary to 
earlier results, Colak and Whited (2006) do not find any investment efficiency change after 
spin-offs. We also show that spin-offs themselves do not improve investment efficiencies. 
We interpret our results in terms of the optimal size of internal capital markets.  

There are at least two important reasons for focusing on parent firms instead of spin-offs 
or combined firms. First, the effect of a spin-off may simply reflect the relative advantage of 
the external capital market faced by the spin-off firm over the internal capital market. 
Therefore, any changes in investment efficiency may arise in a favorable financing 
environment in the external capital market. For the same reason, the combined effect on 
both parents and spin-offs may be influenced by the external capital market. Second, in 
order to investigate the effect of the change of internal capital markets on the allocation of 
resources, we want to focus on the behavior of the parent managers (e.g., headquarters) 
because they control the investment allocation within the internal capital market. This 
observation may be particularly important when misallocation of resources within the 
internal market may be driven by agency problems (Scharfstein, 1998).  

                                            
1 Refer to Veld and Veld-Merkoulova (2006) for a review of empirical evidence of value creation through 

spin-offs. 
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Furthermore, it is important, but often overlooked, to note that corporate restructuring 
affects both assets and management. This has an enormous implication for the efficiency of 
internal capital markets. After all, top (headquarters) managers choose corporate decisions, 
including internal resource allocation, divestitures, and diversification. Therefore, we 
should benefit from focusing on managerial structure when examining asset allocation or 
investment. Wruck and Wruck (2002) emphasized the importance of managerial structures 
and their relationship with performance in spin-offs. In particular, they found that in about 
34% of the sample spin-offs, there is an overlap between the top management of parent and 
spin-off firms. Furthermore, most of these overlapped managers hold governance-oriented 
positions. The examination of the effect of organizational structure on internal capital 
markets is well motivated by international evidence in Lin and Servaes (1999). They find 
that corporate diversification discounts differ in Japan and Germany, most likely because of 
different governance systems in these two countries. We extend their evidence that 
institutional structure affects the efficiency of internal capital markets into the domestic 
realm, in which a corporate spin-off can be categorized into two types according to the 
different organizational structures – overlap (control) vs. non-overlap (focus).  

Schipper and Smith (1986) recognize overlapping managerial structure in equity 
carve-outs as a means of effectively controlling subsidiary assets.2 The question is whether 
“effective” control through overlapping management or focus through non-overlapping 
management reaps any potential benefit of spin-offs. Interestingly, we also observe a 
substantial degree of overlapping management in voluntary spin-offs (e.g., 59 out of 102 
spin-offs of our final sample). This implies that even after a spin-off, parent firms can 
exercise their limited control over subsidiary assets through their influence in the spun-off 
management. Whether this “extended” control over subsidiaries after spin-offs contributes 
to the efficiency of internal capital markets is an interesting issue to be addressed here. 
Meanwhile, corporate focus on operations should be the objective of the non-overlapping 
management structure. In fact, Stein (1997) argues that internal capital markets can be 
efficient when parent firms oversee a small and focused set of projects. This implies that 
size and “operational” focus may matter in determining the efficiency of internal capital 
markets.  

In addition, our study extends existing literature on several fronts. Dittmar and 
Shivdasani (2003) examine the behavior of parent firms regarding asset sales of diversified 
firms that divest their divisions and thus change their organizational structure. Their 
results support the corporate focus and financing hypotheses for corporate divestitures. 
They also conclude that asset sales improve the efficiency of investment in the remaining 
parent firms. By examining spin-off samples that do not involve any cash inflows, however, 
we can rule out the financing hypothesis and concentrate on the focus issue for corporate 
restructuring and investment changes.  

Furthermore, it has been recognized in the literature that previous work on the corporate 
diversification discount was biased because the old Compustat segment data did not 
correctly reflect the consequences of managerial decisions (Chevalier, 1999; Whited, 2001). 
That is, in the old segment data, the reported financial outcomes did not match with the 
management responsible for them. We advance this management approach to consider the 
managerial motive behind a spin-off in order to better evaluate and explain investment 
activities around a spin-off. Recently, Villalonga (2004) used the Business Information 

                                            
2 Schipper and Smith (1986) find that in 34 of the 48 equity carve-outs, the President or CEO of the subsidiary is 

also a parent manager. One or more of the secretary, treasurer, and corporate counsel is the same person for parent 
and subsidiary. Finally, 56 of 57 subsidiary boards have at least one member who is also a parent director or a 
manager in the parent firm. Wruck and Wruck (2002) show that in 58 of the 172 spin-offs, spin-off top managers 
hold a top position in both firms. The most common situation is where a top manager holds a governance-oriented 
position at both firms (57 of the 58 the cases).  
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Tracking Series database, which is not subject to the bias in the Compustat segment data. 
He finds a diversification premium instead of a discount, calling into question many of the 
studies based on the business segment data. Furthermore, Colak and Whited (2006) point 
out the estimation bias in investment sensitivity with respect to investment opportunity 
(measured by Tobin’s Q). Specifically, Gertner et al. (2002) and Ahn and Denis (2004) used 
the median Q of the industry of the business segment. However, Maksimovic and Phillips 
(2002) argue that the industry median Q is not a good proxy for investment opportunity 
when the segment is a part of a conglomerate. Therefore, we employ firm Q instead to 
measure investment opportunity.  

In sum, we find evidence of efficient internal markets for “operationally” focused 
spin-offs, although spin-offs themselves do not seem to improve the efficiency in parent 
firms – a finding consistent with Stein (1997) and Colak and Whited (2006). In contrast, for 
“operationally” controlled spin-offs, we observe inefficiencies. Given previous results in the 
literature of improved efficiencies in spun-off or combined firms, any improved efficiencies 
from spin-offs may arise from the change in spin-off firms, not from efficiency changes in 
parent firms. Consistent with Shin and Kim (2002), Stein (1997), Gertner et al. (1994), and 
Aron (1988), we show evidence that the optimal size is critical for the efficiency of internal 
capital markets. These studies suggest that a spin-off is likely to occur in order to achieve an 
optimal size if a firm increases in size. Also, given the positive correlation between size and 
diversification as presented in Aron (1988), we expect the focused parent firms to be large 
prior to the spin-offs. In fact, our sample shows that the median size of the focused parent 
firms is much larger than those of the controlling parent firms.  

We also find that there is an interaction effect between asset size and managerial 
structure in determining the efficiency of the internal capital market. That is, we observe 
improved efficiency under controlling management with larger parent firms, while the 
efficiency deteriorates with decrease in size under focused management, probably because 
of the sub-optimal size. This supports the idea that parent firms opt to reduce the size of the 
assets under monitoring through spin-offs to maintain the optimal firm size. Finally, we 
find distinctive patterns in pre- and post-spin-off stock market performances under 
different managerial structures. The differences in pre-spin-off performances are striking. 
Excess returns for focused parents have increased over a 3-year period before spin-offs, 
while those of controlling parents have decreased over the same time period. Also, 
significant excess returns persist after spin-offs for operationally focused parents, consistent 
with Desai and Jain (1999), while insignificant excess returns exist for operationally 
controlling parents.  

The rest of the paper is organized as follows: In Section I, we describe the data and 
sample construction and empirical methodology. Section II presents and discusses the 
empirical results. Section III discusses market performance around announcements of 
spin-off events and in a long-term time period before and after spin-offs. Section IV 
concludes.  

 
 
I. Data Collection and Empirical Methodology  

 
 
A. Spin-off and Organizational Structure Data  
 
We collect spin-off data from 1982 to 2001. Therefore, this study supplements earlier 

studies in spin-offs with more recent data. The initial sample of 182 spin-offs is obtained 
from the Standard and Poor's Annual Dividend Record and Moody's Annual Dividend Record, 
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augmented by the SDC spinoff data. We trace the Lexus/Nexus and the Wall Street Journal 
(WSJ) Index to check whether the sample collected consists of true spin-off transactions. 
Since we are interested in voluntary corporate spin-off transactions, we deleted eleven 
spin-offs in banking and regulated industries. The sample spin-offs with simultaneous 
confounding events such as takeovers or legal disputes around the spin-off announcements 
are also deleted (18 cases). This procedure eliminates the potential danger of including the 
effect of irrelevant events.3  

Finally, two additional restrictions imposed by data collection that are required of event 
studies are the following: 1) the daily stock return data need to be available from the CRSP 
tape; and 2) the number of daily stock returns should be sufficiently large for event studies. 
Due to either lack of daily stock return data or insufficient number of returns for estimation 
of the market model in event studies, we deleted 29 cases. Furthermore, the sample is, as 
shown in Table 1, divided into two groups according to the internal management control 
over the spun-off firms. We examine the Moody's Industrial Manual and Standard and Poor's 
Register of Corporations, Officers, and Directors to obtain the composition of top management. 
In many small spin-offs, this management information was not available (12 cases). After 
screening for the financial information mentioned below, our sample is reduced to 102 
spin-off transactions in the 1982-2001 time period.4 Of those 102 spin-offs, 59 cases have 
overlapping management, while the other 43 have non-overlapping management.  

In this research, an organizational structure is called an overlapping (or controlling) 
structure when one or more top managers or directors of the parent firm also holds a top 
managerial or director position in the spun-off firm. When there is no overlapped 
management, we call that non-overlapping or focused structure. We believe that 
overlapping management strongly indicates that the parent wants to control the spun-off 
operation even after spin-offs occur. At times, in addition to the major motivations 
mentioned earlier, a spin-off provides a way of preparing for an upcoming takeover bid for 
the subsidiary firm. This puts the shareholders in a better position to benefit from a 
takeover negotiation by exposing the subsidiary's operation to the market for better 
assessment of the company and thus a better price for the subsidiary (see Hite and Owers 
(1983) and Cusatis et al. (1993)). Therefore, in order to minimize any confounding effects, 
we obtain the overlapping management information two years after a spin-off.  

 
B. Corporate Financial Data in Spin-offs  
 
The financial data are obtained from Compustat and Annual Reports. Such financial 

data will contain the following variables for each parent firm: capital expenditures, market 
value of equity, book value of equity, total assets, and preferred stocks. We eliminate 
samples in which such necessary financial information cannot be obtained (10 cases). The 
two important variables in the empirical investigation will be the measures of investment 
and investment opportunities. Capital expenditures normalized by total asset size will be 
used as a measure of investment. Tobin’s Q will be employed to measure investment 
opportunity. We use the definition of the Q variable used in Chung and Pruitt (1994): 
(Market Value of Equity + PS + Debt) / Total Assets, where PS is the liquidating value of 
the firm’s outstanding preferred stock; Debt is the value of the firm’s short-term liabilities 
net of its short-term asset, plus the book value of the firm’s long-term debt. The data are 

                                            
3 In fact, Hite and Owers (1983) and Cusatis, Miles, and Woolridge (1993) attribute part of the positive 

announcement return to the spin-offs associated with merger activities. 
4 The spin-off cases with some NASDAQ firms are excluded because the top management composition is not 

available. 
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aligned into an event time panel of years –3 to +3 where year 0 is the fiscal year when the 
spin-offs occurred.  

Table 2 provides summary statistics on key variables for the parent firms before and 
after spin-offs. The mean Q variables increased from 1.11 to 1.25, while the normalized 
capital expenditures decreased from 6.27% to 5.87%. Similar patterns are observed for the 
median values. Even though the investment opportunity measured by Q seems to have 
improved after spin-offs, capital expenditures on average declined after spin-offs. That is, 
we do not observe any efficiency improvements after spin-offs. However, when we 
decompose the sample into two, based on the organizational structure, we observe some 
intriguing results, as shown in Table 2. Under the overlapping (controlling) spin-off 
structure, both capital expenditure and Q decreased. However, under the non-overlapping 
(focused) spin-off structure, both mean Q and capital expenditures increased rather 
significantly. It seems that investment opportunity greatly improved after eliminating the 
spun-off division for the focused structure. The market considers this as a positive outcome 
since the parent firms may resolve potential negative synergy. The overall results suggest 
that “managerial” focus seems to be significant in making more efficient investment. 
Unexpectedly, the average asset size actually increased after spin-offs, especially under 
controlling structures. For example, the average asset size changed from $8.6 million to as 
much as $10 million under the controlling management. In contrast, the post-spinoff asset 
size was about the same with $7.4 million under the non-overlapping (focused) structure. 
However, when we look at the median asset size, the focused parents ($4.5 million) are 
almost four times as large as the controlling ones ($1.2 million). This suggests that very 
large parent firms on average dominate the controlling sample. For example, the top 1 
percentile of parent firm’s sizes are $274 million and $43 million for the controlling and 
focused sample, respectively. To avoid the effect of the outliers, we focus on the median 
size in future discussion.5 The relatively large asset size of the focused parents is consistent 
with the hypothesis that parent firms reduce the size of the asset under their control in 
order to maintain an optimal firm size.  

 
 

II. Investment and Efficiency of Internal Capital Market  
 
 
We determine whether spin-offs change investment behavior by examining whether the 

sensitivity of investment to Q changes after the spin-offs occur. We presume that a more 
efficient internal market suggests more investment with better investment opportunities. 
We also examine how asset size affects investment efficiency under different managerial 
structures. We estimate the following regression equation for years -3,-2,-1, 1, 2, 3, 
excluding the event year:  

 

 
 
 
The dependent variable Iit is the capital expenditures divided by total assets of firm i in 

period t. The firm-specific intercept term captures firm-fixed effects. Before is a dummy 
variable taking the value of 1 in years -1, -2, and -3 and zero otherwise. Q  is Tobin’s Q  

                                            
5 We adjusted the asset size for inflation. The subsequent regression results were almost identical, but the 

pattern still exists.  
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measuring investment opportunity. QLnA * is the interaction term for the logarithm of the 
total assets and Q  variable. Year is a calendar year dummy.  

We can use a firm-specific measure of Q  here because we only use parent firms, thus 
avoiding the potential bias problem associated with the industry median Q  in the 
previous literature.6 The specification above is similar to Gertner et al. (2002), except for its 
inclusion of the interaction term QLnA * . In order to control for any effect of size on the 
efficiency of internal capital markets, we add the interaction term between asset size and 
the effect of Q  on investment activities. Furthermore, the interaction term allows us to 
observe any differential patterns in investment efficiencies as a function of size under 
different organizational forms.  

Table 3 reports the results of the above estimating equation. Overall, the coefficient of 
Q  is insignificant, which suggests that in general, parents do not respond to changes in 
firm Qs . Further, the coefficient estimate of the interaction term, 2β , is also insignificant; 
thus there is no evidence supporting the increase in the efficiency of internal capital 
markets after spin-offs. However, this overall conclusion does not hold when we compare 
between the two different samples – controlling and focused spin-offs. Under the 
controlling (overlapping) structure, investment sensitivity is negative and insignificant, and 
there is no differential change in investment activities before and after spin-offs in response 
to the changes in investment opportunity. On the other hand, we observe a strong efficient 
capital market for focused parents. That is, 1β under focused parents is positive and 
significant at the 5% level. Again, the investment sensitivity stays the same after spin-offs 
(i.e., the coefficient of *Q Before is insignificant).  

We propose a couple of interpretations. First, these findings are consistent with the 
argument that any improved investment efficiency after spin-offs may arise from spin-off 
firms instead of from the parents as shown in Gertner et al. Second, we argue that spin-offs 
may not necessarily be a result of inefficient internal capital markets because parents in 
efficient internal capital markets also did spin off their subsidiaries, and the efficiency in 
both parents (controlling or focused) does not improve after spin-offs. Third, consistent 
with the optimal size hypothesis, the internal capital market is most efficient around 
focused spin-offs, supported by the significant estimate on Q  (i.e., 0.095).  

The results of the interaction between firm size and Q  are also consistent with the 
optimal size argument. For example, under the controlling spin-offs, the coefficient (0.0031) 
on QLnA * is positive and significant at the 10% significance level. The larger the asset size 
is, the more sensitive the investment becomes, (or equivalently, the more efficient the 
internal capital market becomes). On the other hand, under focused parents, the interaction 
term coefficient (-0.012) is negative and statistically significant at the 5% significance level. 
This means that the larger the firm size, the less efficient the internal capital market 
becomes.  

We argue that on average, focused parents have increased in size to an optimal level 
before spin-offs. That is, as the firm size becomes larger than or close to the optimal point, 
parents decide to spin off the subsidiaries because the efficiency of the internal capital 
market decreases with the larger-than-optimal firm size. The opposite is true under the 
                                            

6 Gertner et al. mentioned the potential estimation problems in using the industry Q instead of the firm-specific 
Q. They cannot use a firm-specific measure of Q because the spin-offs are not publicly traded before the spin-off 
transactions.  
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controlling spin-off structure. There is still a room to grow for efficiency under the 
controlling parents to achieve the optimal size. That is, it is optimal to increase the size of 
the internal capital market for the controlling spin-offs. The positive estimated coefficient 
(i.e., 0.0031) on QLnA *  indicates that the efficiency increases as the firm size increases. 
These two pieces of evidence support the argument that corporate headquarters tends to 
use spin-offs as a means to achieve an optimal asset size under the management’s control. 
However, we then need to explain why the controlling parents decide to spin off because 
the parents could keep the size of the internal capital market without spin-offs. We 
conjecture that headquarters may expect the size to increase after spin-offs. The subsidiaries 
may grow faster as independent entities with their access to the external capital market.  

 
 

III. Market Performance around Corporate Spin-offs  
 
 
A. Market response around announcement days  

 
This preliminary investigation will shed light on any differential market behavior 

around the spin-off announcements. Abnormal returns are computed using the standard 
market model; the estimation period is from t = -280 to t = -40 relative to the event date (t 
=0). The day before the press announcement appeared in the Wall Street Journal is 
designated as the event date. The shareholders' overall wealth change due to spin-offs is 
measured by the average cumulative abnormal returns over the three-day period centered 
on the announcement dates, i.e., CAR[-1,1].  

Table 4 shows the results of the event study. Consistent with previous work, there is a 
significant market response to the spin-offs under both managerial structures. The 
three-day average cumulative abnormal returns (CARs [-1,1]) are very significant for both 
structures: they are 2.96% (t = 3.56) for focused parents (i.e., non-overlapping management) 
and 2.83% (t = 3.48) for the controlling parents (i.e., overlapping management), as shown in 
Table 4. The difference is not statistically significant at any conventional level. This market 
response is consistent with the optimal size hypothesis. For focused parents, the effort to 
maintain an optimal size by shedding off the subsidiary is perceived favorable by the 
market. At the same time, for controlling parents, the market may favorably view a spin-off 
as a means to grow in size under the parent’s control through overlapping structure.  

 
B. Long-term market performance: pre- vs. post-spin-off market performances  

 
Table 4 shows the results of post-spin-off market-adjusted performance of parent firms. 

Here we observe a very distinctive pattern in different managerial structures. Positive 
abnormal returns persist over three years after spin-offs for “operationally focused” parents, 
while no significant abnormal returns are observed for the overlapping (controlling) 
management structure. The result is consistent with the optimal size hypothesis of 
spin-offs: parents with focus and optimal size benefit from the efficient internal capital 
market. During the first six months, the excess returns stay at an annualized 15.6%, which 
is significant (t = 1.88). Even two years later, the excess returns are still significant at 4.8% (t 
= 2.03). This suggests that the market rewards the parents for operational focus and optimal 
size. In contrast, for controlling parents, we do not observe any positive excess returns. This 
implies that the internal capital market may likely improve with the overall size but may 
still be below the optimal size, and preventing parents from benefiting from economies of 
scale regarding size and scope under the controlling structure.  
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Table 4 also shows an interesting pattern before a spin-off. The parent firms which 
intend to control spin-off operations (overlapping management) perform poorly a few 
months prior to spin-offs relative to the market. On the other hand, the parent firms that 
focus on their own operation, completely independent of the spin-offs, perform better than 
the market benchmark a few months into the spin-offs. When we examine a three-year 
period prior to the spin-offs, the performance of the “focused” parents have improved over 
the 3-year time period while that of the “controlling” parents have deteriorated over the 
same time period. Poor performance leading to spin-offs suggest that parent managers may 
be pressured to spin off divisions. Wruck and Wruck (2002) provide some evidence that 
outside blockholder ownership in spin-offs is larger than that of the peer benchmark. 
Therefore, the pressure from the outside blockholders to spin off divisions can be 
substantial when firms are performing poorly.  

 
 
IV. Summary and Conclusions  

 
 
We examine the boundary and efficiency of internal capital markets around spin-offs to 

determine whether headquarters make corporate restructuring decisions to achieve the 
optimal size of corporate assets under operational control. We find some evidence 
supporting the optimal size argument regarding spin-offs. Firm size in particular affects 
investment efficiency in a different way under alternative organizational structures. That is, 
we observe improved efficiency under controlling management with larger parent firms, 
while the efficiency deteriorates with size under focused management, most likely because 
of the sub-optimal size. This supports the idea that parent firms opt to reduce the size of 
their assets under monitoring through spin-offs to maintain the optimal firm size.  

The efficiency of the internal capital market around spin-offs depends on the managerial 
structure after spin-offs. In general, we find that focused (controlling) parents maintain the 
efficient (inefficient) internal capital market around spin-offs. However, we do not observe 
any differential improvement in the efficiency after spin-offs themselves. Thus we suggest 
that any efficiency gain documented in the exant literature may be due to the efficiency 
change in spun-off firms. Furthermore, our result supports the hypothesis that operational 
focus after spin-offs determines the success of spin-offs due to the efficient capital market. 
Controlling parents seem to follow their path of inefficient investment policies even after 
spin-offs, reflected in poor post-spin-off performance.  

Finally, our findings seem to provide importand implications on the industrial policy of 
Korea given the debates on the optimal firm size of leading Korean firms.  
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Table 1. Decomposition of Spin-offs Data by Internal Organizational Structure over the 
Period 1982-2001  

 
The final spin-off sample data are classified according to internal organizational 

structure. An internal structure is called non-overlapping management (focused) when no 
top managers or directors are overlapped between the parent and spin-off firms. 
Overlapping management (controlling) is when there is some overlap of top managers in 
the parent and spin-off firms. Information about managerial composition is obtained from 
Moody's Industrial Manual and Standard and Poor's Register of Corporations, Officers, and 
Directors.  

 

 Overlapping 
(Controlling) 

Non-overlapping 
(Focused) Total 

Total 59 43 102 

 

 
Table 2. Summary Statistics: Mean (Median) Capital Expenditure, Asset size, and Q Values 

around Spin-offs. CE ratio = Capital Expenditure / Total Assets; Q = Tobin’s Q. 
Total Assts are in thousands. Total assets are in 2001 dollars.  

 
Panel 1: All Samples  

Variable All 
(530) 

Pre-spin-off 
(275) 

Post-spin-ff 
(255) 

CE ratio 6.08% 
(5.28%) 

6.27% 
(5.70%) 

5.87% 
(4.75%) 

Q ratio 1.18 
(0.89) 

1.11 
(0.86) 

1.25 
(0.96) 

Total Asset 8,651 
(2,266) 

8,127 
(2,404) 

9,217 
(1,943) 

 

 
Panel 2: Overlapping Structure (Controlling)  

Variable All 
(298) 

Pre-spin-off 
(152) 

Post-spin-ff 
(146) 

CE ratio 5.25% 
(4.54%) 

5.96% 
(5.00%) 

4.51% 
(4.30%) 

Q ratio 1.18 
(0.92) 

1.24 
(0.93) 

1.12 
(0.88) 

Total Asset 9,588 
(1,171) 

8,680 
(1,270) 

10,533 
(1,171) 
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Panel 3: Non-overlapping Structure (Focused)  

Variable All 
(232) 

Pre-spin-off 
(123) 

Post-spin-ff 
(109) 

CE ratio 7.14% 
(6.26%) 

6.65% 
(6.43%) 

7.69% 
(6.13%) 

Q ratio 1.18 
(0.89) 

0.95 
(0.78) 

1.44 
(1.08) 

Total Asset 7,448 
(4,579) 

7,443 
(4,559) 

7,454 
(4,600) 

 

 

 
Table 3. Investment Sensitivity around Spin-offs  
 

The regression results are obtained when the capital expenditures are regressed against 
Q, Before dummy, the interaction between Q and the Before dummy variable, the logarithm 
of asset size (LNAST), and the interaction between asset size and Q (LnA*Q), controlling for 
fixed-firm effects. t-values are in the parentheses.  
 

Variable All 
(530) 

Controlling 
(298) 

Focused 
(232) 

Q -0.001 
(-0.065) 

-0.0090 
(-0.725) 

0.095 
(2.291)** 

Before 0.0080 
(1.592) 

0.208 
(3.78)*** 

-0.0079 
(-1.022) 

Q* Before 0.0003 
(0.035) 

0.000 
(0.003) 

0.0132 
(0.904) 

LNAST -0.001 
(-0.610) 

0.002 
(1.033) 

-0.0023 
(-1.413) 

LnA *Q 0.0013 
(0.828) 

0.0031 
(1.86)* 

-0.012 
(-2.338)** 

* indicates the 10% significance level  
** indicates the 5% significance level  
*** indicates the 1% significance % level.  
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Table 4. Market Responses: Announcement Effects and Pre- and Post-spinoff Market 

Performance.  
 

In panel 1, announcement effects are measured by Average Cumulative Abnormal 
Returns around announcement days (-1, 1). In panels 2 and 3, pre- and post-spinoff 
performance is based on the excess returns for 3 years before and after spin-offs.  
 
Panel 1: Announcement Effect  

 

 All 
(102) 

Focused 
(43) 

Controling 
(59) 

CAR (-1.1) 2.88% 
(4.84)*** 

2.96% 
(3.35)*** 

2.83% 
(3.48)*** 

 

 
Panel 2: Post-Spinoff Performance  

 

Structure 3 month 6 month 12 month 24 month 36 month 

Overall (%) 0.1982 
(0.335) 

0.6592 
(1.44) 

0.3766 
(1.32) 

0.1372 
(0.631) 

-0.103 
(-0.521) 

Focused (%) 1.301 
(1.34) 

1.37 
(1.88)* 

0.916 
(2.32)** 

0.498 
(2.03)** 

0.122 
(0.489) 

Controlling (%) -0.634 
(-0.000) 

0.1227 
(0.0000) 

-0.031 
(-0.000) 

-0.13 
(-0.183) 

-0.282 
(-0.493) 

 

 
Panel 3: Pre-Spinoff Performance  
 

Structure 3 month 6 month 12 month 24 month 36 month 

Overall (%) 1.751 
(2.58)** 

1.233 
(2.42)** 

0.902 
(2.52)** 

0.588 
(2.25)** 

0.461 
(2.72)** 

Focused (%) 3.396 
(3.56)*** 

2.541 
(3.40)*** 

0.991 
(2.37)** 

0.441 
(1.36) 

0.099 
(0.482) 

Controlling (%) 0.552 
(0.61) 

0.280 
(0.421) 

0.837 
(1.56) 

0.693 
(1.81)* 

0.727 
(2.95)*** 
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Comments on “Boundary and Efficiency of Internal 
Capital Markets and Organizational Structure in 

Spin-offs: Control vs. Focus” 
 
 

Suil Lee,  
Korea Development Institute 

 
 
1. This paper examines the investment behavior of parent firms around spin-offs and its 

implications for internal capital market. Based on the assumption that an institutional or 
managerial structure affects the efficiency of internal capital market, the authors categorize 
corporate spin-offs into two types, according to the different organizational structure, 
controlling parent firm versus focusing parent firm.  

 
The authors raise the following three questions: ① whether a method of corporate 

restructuring, a spin-off, changes investment efficiencies in parent firms; ② how the 
investment sensitivity or investment efficiency changes as firm size increases around 
spin-offs; and ③ what was the market-adjusted performance of those two types of parent 
firms during the period of pre- and post-spin-off.  

 
Empirical results show that: ① spin-offs themselves do not improve investment 

efficiencies; ② Furthermore, for the controlling parents, the investment sensitivity 
increases as firm size increases. On the contrary, the investment sensitivity of the focusing 
parents decreases with the size; ③ For the third question, the data show that excess 
returns for focused parents have increased over a three-year period before spin-offs, while 
those of controlling parents have decreased over the same period. Also excess returns 
persist after spin-offs for the focusing parents, which could not be observed for the 
controlling parents.  

 
The authors interpret these findings as supporting the optimal firm size hypothesis. 

They even argue that the findings on the third question are also regarded as supporting the 
hypothesis. 

 
2. However, the interpretation of the empirical findings in the paper may be wrong, in 

particular, when it comes to the controlling parents. In the paper, the controlling parent 
firms, which are relatively small sizes, are described to have an incentive to increase their 
firm size in order to reach an optimal firm size or to improve investment efficiency. Then 
why do the controlling parents decide to spin off? Why a spin-off can be regarded as a 
means to grow in size? The authors provide an explanation on this question, but it is not 
satisfactory at all.  

Furthermore, if the controlling parents decide to spin off to improve investment 
efficiency, then why the market does not reward the effort of managers in this type of 
parent firms? As mentioned, the data show that excess returns for the controlling parents 
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have decreased before the spin-offs and there were no significant excess returns for those 
firms even after the spin-offs  

 
2.1 We may need distinctive approaches to the different types of parent firms. There are 

two groups of firms. One group consists of firms with an efficient internal capital market. 
The other group is composed of firms with an inefficient internal capital market.  

 
For the first group, the negative synergy or diversification effect is likely to occur as the 

size of assets increases. To maintain an optimal firm size, they opt to reduce the size of their 
assets under monitoring through spin-offs where the spun-offs are not controlled by the 
parent firms. The market rewards the parents for operational focus and optimal size. This 
scenario meets all the empirical findings related to the focusing parents. In this aspect, the 
optimal size hypothesis is compatible to explain the spin-offs of the focusing parents and 
their market-adjusted performance.  

 
But, when it comes to the second group of firms, we need a different story. Managers in 

these firms may have a distorted incentive to maximize the size of asset under their control. 
This behavior may be related to a poor market-adjusted performance and outside 
blockholders may force these firms to spin off. But, the managers with the distorted 
incentive may try to compromise the outside pressure with a spin-off where the spun-off is 
still controlled by the managers in the parent firms. The market does not reward this type 
of restructuring, that is, no positive excess return from the market. This scenario explains all 
the empirical findings regarding the controlling parents except that the efficiency of their 
internal market is improved with the size of asset. However, this empirical result is 
statistically significant only at a level of 10 percent and needs robustness checks. 

 
3. The first section is too long and makes readers confused. On the contrary, the final 

section is too short and does not suggest any concrete implications of the empirical findings. 
Hence, the paper needs to be reorganized following these steps: introduction (main 
questions), previous literature, empirical strategy, data, empirical findings and 
interpretation, and conclusion. 

 
4. As secondary issues, the authors need to highlight the contribution or value-added 

aspect of the paper. In what sense their paper can be differentiated from the previous 
literature is not clear. Also, they need to provide more convincing ground for focusing on 
parent firms instead of combined firms. In fact, the authors provide an explanation on their 
choice. But, it seems to be very unsatisfactory. Finally, there is no content or discussion on 
diversification discount although the authors mentioned they would deal with that issue in 
the first section. 

 
In summary, the paper raises very interesting questions and employs proper empirical 

strategy. But, it should be revised considerably, in particular, reflecting the above 
mentioned points.  
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Abstract 
 
 

The source of the upward trend in the unemployment duration relative to the 
unemployment rate and the cause of the changes in their historical relation since 1990s have 
been investigated in many recent studies. This paper investigates the effect of sectoral shifts 
of labor demand across industries on the average duration of unemployment. Sectoral 
shifts of labor demand imply intersectoral moves for workers who lost their jobs and micro 
data analysis in the literature shows a longer duration of unemployment for the 
intersectoral movers. This implies that workers who are adversely affected by sectoral shifts 
of labor demand will experience a longer duration of unemployment compared to those 
who are affected by temporal aggregate shocks. Consequently,  sectoral shifts of labor 
demand will increase the proportion of unemployed workers with a longer duration of 
unemployment and the average duration of unemployment. This hypothesis is tested by 
using the natural rate of unemployment as the measure of sectoral shifts. 

 
 
I. Introduction  

 
 
The duration of unemployment spells has been highly correlated with the 

unemployment rate over the business cycles, but this historical relation has changed in 
early 1990s. The duration of unemployment did not follow the sharp decline in the 
unemployment rate during the 1990s. As shown in Figure 1, the duration has remained 
substantially longer than what the historical relation would have predicted, and 
consequently, the ratio of the unemployment duration to the unemployment rate has 
remained higher than the historical average and the high ratio is on the upward trend line 
that started in mid-1970s.  

The source of the upward trend in the unemployment duration relative to the 
unemployment rate and  the cause of the changes in their historical relation since 1990s 
have been investigated in many recent studies. Explanations suggested in the literature are 
the changes in demographic and institutional factors such as the increase in incidence of 
permanent job loss in Valletta (1998, 2005), the increase in women’s labor force attachment 
in Abraham and Shimer (2002), the change in non-participation rates in Juhn, Murphy and 
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Topel (2002), and the change in unemployment benefits in Lalive, Van Ours and 
Zweimüller (2006) and Van Ours and Vodopivec (2006). Other explanations are an 
increzase in the pace of technical progress in Baumol and Wolff (1998), adverse shifts in 
labor demand for low skilled workers in Juhn, Murphy and Topel (2002), an increase in the 
dispersion of within-group wage distribution in Mukoyama and Sahin (2004), a 
combination of more efficient search and improved sorting mechanisms in Guimarães, 
Machado and Portugal (2006), and a fall in the rate of job turnover in Campbell and Duca 
(2007).  

In this paper, we investigate the effect of sectoral shifts of labor demand across 
industries on the average duration of unemployment.  Sectoral reallocation of labor 
without a change in aggregate labor demand will have no effect on the unemployment rate 
in a labor market with perfect mobility and perfect substitutability of workers. Decreases in 
employment in declining industries will be exactly matched by increases in expanding 
industries. However, when the mobility of workers across industries is limited due to 
imperfect information, imperfect substitutability, etc., sectoral shifts of labor demand can 
increase the incidence of unemployment as well as the duration of unemployment.  

It has been argued that the effect on the duration of unemployment plays a more 
important role than the effect on the incidence of unemployment. For example, Loungani 
and Rogerson (1989) argue that the duration of unemployment of intersectoral ‘movers’ 
relative to the duration of ‘stayers’ is a better way to measure the contribution of sectoral 
mobility to unemployment. They find that the correlation between the unemployment rate 
and the duration of intersectoral movers is 0.65 while the correlation of the unemployment 
rate and the number of movers is only 0.26. In a more recent paper, Shin and Shin (2001) 
report that the unemployment duration of intersectoral  movers is, on average, 1.4 times 
longer than the duration experienced by movers within sectors. They also find from the 
PSID data over the sample period of 1986-1996 a strong evidence of a significant 
contribution of sectoral shocks to unemployment fluctuations and the contributions are 
mainly due to a longer unemployment duration of intersectoral movers1.  

Since sectoral shifts of labor demand imply intersectoral moves for workers who lost 
their jobs and their unemployment duration is expected to be longer than those who are 
affected by temporal aggregate shocks, sectoral shifts of labor demand will increase the 
proportion of unemployed workers with a longer duration of unemployment. This is the 
hypothesis that Brainard and Cutler (1993) and Loungani and Trehan (1997) test in their 
studies. They use the dispersion of stock returns across industries, i.e., the weighted 
standard deviation of industry stock returns, as a measure of sectoral shifts, and examine 
the effect of sectoral shifts index on the unemployment rate of four different durations, 0 to 
4 weeks, 5 to 14 weeks, 15 to 26 weeks, and spells that are 27 weeks or longer. They find 
that sectoral shifts play a very significant role in the determination of long-duration 
unemployment rate, but not of short-duration unemployment rate2.  

Loungani and Trehan argue that the increase in the measure of sectoral shifts can 
explain the high proportion of workers with long unemployment duration since 1993, but 
they do not examine the effect of sectoral shifts on the average unemployment duration of 
all unemployed workers, nor on the average unemployment duration in each group. It is 
                                            

1 They find in the annual data that the correlation coefficient of the aggregate unemployment rate with the 
number of intersectoral movers is 0.07, while its correlation with the duration-based measure of intersectoral 
movers is 0.81.  

2 Brainard and Cutler find that the effect of sectoral shifts index on short-term unemployment (0-4 weeks) is 
statistically insignificant and it is highly significant for all durations exceeding four weeks. On the other hand, 
Lilien’s (1982) dispersion measure of sectoral shifts from the distribution of employment growth rates is significant 
only in explaining short-term unemployment. They interpret this as an evidence that their measure from the stock 
returns is the proper measure for a reallocation due to sectoral shifts and Lilien’s measure reflects aggregate 
changes.  
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likely that sectoral shifts affect not only the proportion of unemployed workers in each 
group, but also their average unemployment duration. Our analysis of the effect of sectoral 
shifts on average unemployment duration will include both effects.  

These studies use the dispersion of the rate of stock return or  the dispersion of 
employment growth rates across industries as the measure of sectoral shifts. However, 
Byun and Hwang (2006) demonstrate in a recent paper that the dispersion measure alone 
cannot adequately capture the effect of sectoral shifts when the distribution of sectoral 
shocks is asymmetric, and propose to use the skewness as well as the dispersion of the 
distribution to measure the sectoral shifts. The sectoral shifts hypothesis is generally 
supported in most empirical studies which use Lilien’s (1982) dispersion measure, and the 
support is even stronger when both the dispersion and the skewness are used as measures 
of sectoral shifts. Inclusion of skewness also makes the effect of sectoral shifts significant in 
the Abraham and Katz (1984) model which rejects the hypothesis when only the dispersion 
is used as the measure of sectoral shifts.  

Lilien constructs the natural rate of unemployment which is a measure of 
unemployment induced by sectoral shifts, holding the effects of monetary and other 
variables constant. Lilien shows that the natural rate can explain ‘over half’ of the variation 
of the unemployment rate, and the explanatory power of natural rate increases to 65% 
when the skewness is also used as the measure of sectoral shifts. The explanatory power is 
a little lower in Abraham and Katz model, but it is still in the range of 46% to 50%. Since the 
natural rate of unemployment captures the effect of both the dispersion and skewness, we 
use it as a measure of sectoral shifts instead of the dispersion and skewness individually. 
Brainard and Cutler (1993) and Loungani and Trehan (1998), on the other hand, use their 
dispersion measure as the measure of sectoral shifts of labor demand.  

We find in the quarterly data that, after controlling the demographic factors in Baumol 
and Wolff (1998), the natural rate of unemployment plays a significant role in explaining 
the average duration of unemployment, and it has a greater long run effect than the cyclical 
component of the unemployment. For the analysis of annual data, we extend the measure 
of labor force attachment of female workers of Abraham and Shimer (2001) who argue that 
an increase in labor force attachment of female workers is the major factor for the rise in 
unemployment duration relative to the unemployment rate in the 1980s and 1990s. Using a 
Markov chain model, they identify that the transition rates of female workers between 
employment and not-in-labor-force explain the unemployment rate, short-term 
unemployment rate in particular, of female workers.  They interpret that these transition 
rates represent female workers’ labor force attachment. We consider the transition rate from 
unemployment to not-in-labor-force as an additional factor that represents labor force 
attachment of female workers. We use the steady state short-term unemployment rate and 
average duration of unemployment rate induced by these three transition rates as an 
alternative set of demographic factors.  

We find that the long run effect of natural rate and cyclical rate of unemployment on the 
mean duration of unemployment is significant with either choice of demographic variables. 
But, the magnitude of the effect is much smaller with Abraham-Shimer demographic 
variables. Furthermore, the natural rate and cyclical rate of unemployment have a different 
effect on the mean duration when Baumol-Wolff demographic variables are used, but they 
have the same effect when Abraham-Shimer demographic variables are used.  

The paper is organized as follows. In the next section, we briefly describe the procedure 
to compute the natural rate of unemployment induced by sectoral shifts of labor demand. 
The linear regression model of mean duration of unemployment is estimated by using 
quarterly data. In section 3, the regression model of Baumol and Wolff (1998) is introduced, 
and the Abraham-Shimer measure of labor force attachment of female workers is discussed. 
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Two regression models are estimated with either Baumol-Wolff or Abraham-Shimer 
demographic variables. Section 4 concludes the paper with a summary of the findings. 

 
 
II. Sectoral Shifts of Labor Demand and Average Duration of Unemployment  

 
 
The natural rate of unemployment as a measure of sectoral shifts of labor demand is the 

unemployment rate induced by reallocation of labor across industries. It is related to other 
measures that have been used in the literature. Baumol and Wolff (1998) emphasize the 
shift in labor demand from low-skilled workers to high-skilled workers as a result of 
technical progress and analyze the effect of measures of technical progress on the average 
duration of unemployment. Such shifts of labor demand will be partly captured by Lilien’s 
measure unless shifts from low-skilled to high-skilled workers are limited within the 
industry. Valletta (1998, 2005) finds the increase in incidence of permanent job loss as the 
major source for the upward trend in unemployment duration and changes in historical 
relation between unemployment duration and unemployment rate3. He also finds that the 
increasing incidence of permanent job loss plays a more significant role than the increase in 
women’s labor force attachment. Incidence of permanent job loss may be caused by either 
aggregate shocks or sectoral shocks, but sectoral shocks are more likely sources of 
permanent job loss as the aggregate cyclical shocks are usually temporary. Therefore, some 
of Valletta’s measure is expected to be captured by Lilien’s measure of sectoral shifts. 
Mukoyama and Şahin (2004) show that demographic and institutional changes can explain 
only a small fraction of the observed increase in the average duration of unemployment. 
Citing the well known result in job search models that an increase in the dispersion of wage 
distribution can have a large effect on the job search length, they argue that the increase in 
the wage dispersion in recent years can be a major source for the increase in unemployment 
duration. They show by using a calibrated job search model that more than 70% of the 
increase in the duration of unemployment can be explained by the increase in dispersion of 
wage distribution. They cite the recent increase in embodied technological progress 
(Violante (2002)) as the source of the increase in wage dispersion. Since sectoral shifts of 
labor demand will affect the distribution of wage rates across sectors, Lilien’s dispersion 
measure of sectoral shifts can also explain the increase wage dispersion and hence, the 
increase in average duration of unemployment.  

The natural rate of unemployment is estimated from an unemployment rate equation  
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where tUR  is the aggregate unemployment rate, tσ  and tsk are the estimates of 
dispersion and skewness of the distribution of sectoral shocks, and tDMR  is the estimate 
of unexpected monetary shocks. Lilien (1982) includes the lagged unemployment 
rate ( )0≠δ  and assumes no serial correlation ( )0=sρ , while Abraham and Katz (1984) do 

                                            
3 Valletta (2005) analyzes the changes in the shares of unemployment incidence by reason, and the effects of the 

unemployment rate, time trend and seasonal dummies on expected completed durations of various demographic groups 
and groups with different reason for unemployment incidence.  
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not include the lagged unemployment rate ( )0=δ  and assume a serial correlation ( )0≠sρ 4. 
The natural rate of unemployment is computed as the predicted value of tUR  under the 
assumption of zero values of monetary shocks tDMR  for all periods.  

The monetary shock tDMR  is measured by the six variable VAR model used in 
Christiano et. al. (1996). It measures the underlying shocks to monetary policy variable 
(nonborrowed reserves) recovered from the disturbances of their benchmark VAR model of 
output, price level, commodity prices, nonborrowed reserves, the federal funds rate and 
total reserves. Underlying assumption is that monetary authority determines the level of 
nonborrowed reserves from current information about output and price level, and that the 
policy shocks have no contemporaneous effect on the variables included in the information 
set. Anticipated changes in monetary policy, tDMR , is measured by the fitted values of 
monetary policy variable from the VAR model.  

Dispersion and skewness of sectoral shocks are estimated from a purging equation 
which eliminates the monetary and non-monetary effects on the employment growth rate  
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Where tjh  is the net hiring rates of industry j in period t and tg  represents the 

unobservable aggregate nonmonetary shocks. Two alternative estimators of tg are 

considered. The first estimator is the estimator proposed by Abraham and Katz. Let tjê  be 

the OLS residuals in (2.2) for each industry subject to 01 =ja . The Abraham-Katz 

estimator5 of g
t
 is a weighted average of tjê  

 

∑
=

=
n

j
tjtjtak ewg

1
, ˆˆ                                      (2.3a) 

 
where tjw  is the employment share of industry j in period t. An alternative estimator of 

tg  is the element of the first principal component of the least squares residuals 
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4 Abraham and Katz (1984) detrend the unemployment rate first so that α1 in (2.1) is predetermined. However, 

the results are very similar regardless of pre-detrending. 
5 This estimator has been criticized by Gallipoli and Pelloni (2001) on the ground that it is an ad hoc estimator 

and tends to ‘over-purge’ the effects of aggregate non-monetary shocks.  
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where jγ̂  is the thj  element of the normalized characteristic vector of EE ˆˆ '  
corresponding to its largest characteristic root. It is shown in Byun and Hwang (2006) that 
this principal component estimator is a solution to the least squares estimator of tg  that 
minimizes the sum of the squared residuals.  

Dispersion and skewness of the distribution of sectoral shocks are estimated from the 
normalized residual terms of the purging equation. Let tjε̂  be the GLS estimator of tjε  

after tg
 
is substituted by tĝ  if 01 ≠ja . The dispersion measure is computed from the 

normalized residuals by  
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where 
jεθ̂  is an estimate of the scale parameter for industry j that does not change over 

time.  
The measure of the third moment to compute the skewness is defined in a similar way. 

Allowing for scale differences in the third moment across industries, the time-varying 
component of the third moment is estimated by  
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and the skewness measure is then estimated by 3
3 ˆ/ˆˆ

tttks σμ= . The scale parameter jτ  is 
estimated by using the absolute values of estimated residuals to avoid the cancellation of 
positive and negative residuals.  

Variables used to construct measures of sectoral shifts are drawn from the Bureau of 
Labor Statistics (BLS) and the Federal Reserve Economic Data (FRED). Seasonally adjusted 
number of employees series are taken from Current Employment Statistics (CES) survey of 
nonfarm payroll records of BLS. This paper uses 30-industry classification based on 1987 
SIC code with detailed classification of the manufacturing sector. Seasonally adjusted 
unemployment rate of civilian noninstitutional population is drawn from Current 
Population Survey (CPS) of BLS. Real GDP, GDP deflator, consumer price index and 
monetary policy variables used to construct unanticipated monetary policy shocks are from 
FRED.  

For the empirical analysis of the effect of sectoral shifts, the natural logarithm of mean 
duration of unemployment ( )( )tMDUln  is specified as  
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where NUR
t  

and NUR
t-1 

 are the current and lagged natural rate of unemployment, CUR
t  

and CUR
t-1 

are the cyclical components of unemployment rate ( CUR
t 
=UR

t
-NUR

t 
), and 

tiDEM  denotes a set demographic factors. As will be shown in the next section, this 
equation is equivalent to the best fitting specification of Baumol and Wolff (1998) except 
that we use the natural rate as a measure of shifts of labor demand. The natural logarithm 
of tMDU  

 
is used as the dependent variable because of the problems6 associated with 

measuring unemployment duration in-progress. It is also consistent with the job search 
framework with exponentially distributed hazard rate out of unemployment. We use the 
demographic variables in Baumol-Wolff study: the percentage of total employee in age 
groups 16-19, 20-24 and percentage of total employee who are men in age group 25-54. 
They argue that an increase in the share of young workers may reduce average 
unemployment duration due to transitory nature of teenage employment. The share of 
prime-aged worker may increase the duration of unemployment because of their strong 
attachment to labor force.  

Estimation equation (2.4) allows differential effects on the mean duration of the workers 
who lost their jobs due to sectoral shifts of labor demand and the workers who lost their 
jobs due to cyclical changes in labor demand. Note that, if both groups of unemployed 
workers have an identical effect on the mean duration ).,.( iiei θβ = , then )ln( tMDU  
will be a linear function of only the aggregate unemployment rate and demographic 
variables. This interpretation is particularly useful in capturing the results of the micro data 
analysis which show that intersectoral movers have a longer unemployment duration.  

Equation (2.4) is estimated by using the quarterly data over the sample period 1963 Q1 - 
2003 Q1, and the results are presented in Table 1. The third column in Table 1 shows the 
results with restrictions that natural rate and cyclical rate of unemployment have the same 
effect )( ii θβ =  on MDU, and the last column includes only the demographic variables as 
explanatory variables. All estimated coefficients are highly significant, except for the 
coefficient of Emp(16-19) in the second and third columns and the coefficient of Emp(25-54)  
in the last column.  

Natural rate and cyclical rate of unemployment have a negative effect on the mean 
duration in the short run, but they have a positive long term effect. An increase in 
unemployment rate implies an inflow of new unemployed workers. As they are initially 
counted as workers with short term duration, the average duration falls. As expected from 
the micro data analysis, the natural rate of unemployment has a greater long run marginal 
effect than the cyclical rate of unemployment. Evaluated at the sample mean of the mean 
duration, the natural rate increases the mean duration by slightly more than 2 weeks while 
the cyclical rate increases the mean duration by about 1.7 weeks in the long run. Therefore, 
a change in the composition of unemployment from cyclical to natural rate of 
unemployment, holding the total unemployment rate constant, increases the mean 
duration by about 0.35 week. When the equality of the effects of natural and cyclical rate of 
unemployment is imposed, one percent increase in unemployment rate (either natural or 
                                            

6 As an estimate of unemployment duration, the duration-in-progress data series has an upward bias because 
individuals with longer unemployment spells are more likely to be unemployed at the time of survey and thus 
more likely to be included in the computation of the average duration. Moreover, this series will underrepresent 
short duration of unemployment because individuals who are unemployed only between surveys will not be 
included. On the other hand, this series also has a downward bias because the length of duration-in-progress is 
right-censored at the time of survey. 
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cyclical) increases the mean duration by 1.9 weeks in the long run. These results are 
summarized in Table 2.  

Table 3 presents the tests of hypotheses about the differential effects of the natural and 
cyclical rate of unemployment. Null hypotheses H

1  
and H

2  
test whether NUR and CUR 

have the same short run effect in each period, and H
3  

is a joint test of their equality in both 
periods. Null hypothesis H

4 
  tests the equality of long term effects of NUR and CUR . All 

null hypotheses of equality of short term effects are strongly rejected in both equations. The 
equality of long term effects (H

4
) is rejected at 10% significance level, but not rejected at 5% 

significance level. This indicates that, although the natural and cyclical rate of 
unemployment have significantly different effects in the current and lagged period, the 
difference in the sum of the effects over two periods becomes less significant.  

To examine how well each specification in Table 1 traces the mean duration of 
unemployment we plot the in-sample fitted values in Figure 2. Demographic variables 
alone explain the general movements of mean duration surprisingly well. Fitted values of 
equation (2.4) with or without restrictions β

i 
'θ

i 
trace the actual MDU very closely, almost 

completely filling the gap that are not explained by the demographic factors. There is 
practically no difference between (1) and (2) for all periods except for a slight difference in 
late 1990s. This is due to less significant difference in the long run effects of the natural rate 
and the cyclical rate of unemployment.  

 
 
III. Technical Progress and Female Workers’ Labor Force Attachment  

 
 
In this section we consider Baumol and Wolff’s (1998) technical progress hypothesis and 

Abraham and Sheimer’s (2002) hypothesis of changes in female workers’ labor force 
attachment as a source of the changes in the relation between the average duration of 
unemployment and unemployment rate. Because of the limitation on data availability these 
two hypotheses are analyzed with annual data, and the results are compared with the 
annual version of the sectoral shifts hypothesis that is discussed in the previous section.  

Baumol and Wolff (1998) argue that, in addition to the changes in demographic and 
institutional factors, the pace of technical progress has a significant effect on the natural rate 
of unemployment and the average duration of unemployment. An increase in the pace of 
innovation will require a more frequent retraining of workers. As the cost of retraining is 
relatively higher for less-skilled workers, the demand for labor shifts from less-skilled 
workers to more-educated workers. Less-skilled workers will be more likely to lose their 
jobs and it will take them  longer than before to find another job. The increase in the rate of 
technology change thus raises the share of jobless persons whose duration of 
unemployment is relatively long, and hence, it increases the average duration of 
unemployment.  

Since the pace of innovation is not directly observable they use five alternative indices to 
measure the technological progress: the growth rate of total factor productivity (GTFP), the 
ratio of research and development (R&D) expenditures to gross domestic product, the 
number of full-time equivalent scientists and engineers engaged in R&D per 1,000 
employees, investment in new equipment and machinery per full-time equivalent 
employee (FTEE), and investment in office, computing, and accounting equipment (OCA) 
per 1000 FTEE. They regress the logarithm of average duration of unemployment on 
technological, institutional and demographic variables by using the aggregate time-series 
data for the U.S., covering the period 1950-1995. Their results show significant effects of 
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technological variables (GTFP and OCA) and demographic variables on the average 
duration, but the institutional factors are not statistically significant. We will use GTFP and 
OCA as measures of technical progress and their demographic variables that are already 
used in the previous section.  

Abraham and Shimer (2002) argue that an increase in labor force attachment of female 
workers is the major factor7  for the rise in unemployment duration relative to the 
unemployment rate in the 1980s and 1990s. This conclusion is based on the analysis of the 
effects of changes in transition rates of workers across labor market states (employment, 
unemployment, and not-in-the-labor-force). They conclude that declining exit rate of 
employed female workers from the labor force plays a quantitatively important role in 
explaining both the decrease in unemployment rate and the increase in unemployment 
duration of female workers.  

Abraham and Shimer use the Markov chain model of the distribution of workers across 
three labor market states with transition rate ijλ  from state i to state j. Let e, u and n 
denote the fraction of the population that is employed, unemployed and not-in-the-labor 
force, respectively. The steady-state distribution of workers is given by 
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where k  is a proportionality constant that makes 1=++ nue . They estimate transition 
rate from the CPS data, and compute the ‘implied steady-state unemployment rate’ by 

)/( ueu +  from the steady-state distribution. This unemployment rate tracks the actual 
unemployment rate of female workers very closely. This implies that the Markov chain 
model with estimated transition rates is suitable for the analysis of the unemployment rate 
and unemployment duration of female workers. The implied steady-state unemployment 
rates reflect the changes in all transition rates. To identify the transition rates that explain 
the secular variation in aggregate and short-term unemployment rates of female workers, 
they conduct three experiments, allowing for time-variation in transition rates only 
between (i) employment and unemployment ( euλ  and ueλ ), (ii) unemployment and 

not-in-the-labor-force ( unλ and nuλ ), and (iii) employment and not-in-the-labor-force 

( enλ and neλ ), holding other transition rates at their 1979 levels. Comparing the resulting 
time series of unemployment rates with the all-flow unemployment rates, they find that 
changes in euλ and ueλ

 
are important factors in short-run variation of the unemployment 

rate, but changes in unλ and nuλ do not play a significant role. They find that changes in 

transitions rates enλ  and neλ , the exit rate enλ  in particular, contribute significantly to 

                                            
7 Abraham and Shimer also found two other sources for the increase in unemployment duration relative to the 

unemployment rate: an increase of about a half week in mean unemployment duration due to the 1994 Current 
Population Survey redesign, another half-week increase over the 1980-2000 period due to the aging of the baby 
boom generation. But these two sources did not play a major role in the increase unemployment duration.  
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the secular decrease in the unemployment rate, the short-term unemployment rate8 in 
particular, of female workers. They interpret the changes in enλ  and neλ as the changes in 
female workers’ labor force attachment.  

Abraham and Shimer claim that the increase in labor force attachment of female 

workers, in particular, declining exit rate enλ  of employed female workers from the labor 
force, can also explain the increase in their unemployment duration. However, they do not 
analyze how well the Markov chain model with their estimated transition rates can explain 
the changes in unemployment duration of female workers, nor the effects of changes in 
labor force attachment of female workers on their unemployment duration. They simply 
note that the increase in labor force attachment may also raise unemployment duration by 
reducing the pool of workers who chronically transition out of the labor force from 
unemployment. They also allude to the observation of a sharp drop in short-term 
unemployment rate and a sustained high level in very long-term unemployment rate of 
female workers.  

To examine the implication of the Markov chain model of Abraham and Shimer on the 
average unemployment duration of female workers, we replicate their experimental 
procedure for two cases. In the first case, all transitions rates are allowed to be time-variant 
to determine how well the Markov chain model explains the average duration of 
unemployment. In the second case, to analyze the effects of the changes in labor force 
attachment, only the transition rates that reflect the changes in the labor force attachment 
are allowed to be time-variant, holding other transition rates at their 1979 level. For the 

second case, in addition to the transition rates enλ  and neλ  that Abraham and Shimer 

used, we also include the exit rate of unemployed workers from the labor force ( unλ ) for 
two reasons. A stronger labor force attachment tends to make workers to stay unemployed 
rather than dropping out of the labor force. Furthermore, the average unemployment 

duration in steady state depends only on the exit rates ( unλ , ueλ ) from unemployment, and 

hence, the average unemployment duration stays constant in any experiment if both unλ  

and ueλ  are held constant. Since the Markov chain is memoryless, the probability that a 

worker will end the unemployment spell in n periods is )1(1
uu

n
ue λλ −−

. Therefore, the 
mean duration of unemployment (MDU) in every steady state is given by  
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Figure 3 shows the unemployment rate (UR), short-term unemployment rate (SUR), 

mean unemployment duration (MDU) of female workers over the period of 1976-2000, the 
                                            

8 Abraham and Shimer computes the short-term unemployment rate by ( ueλ + unλ )[u/(u+e)] because, in the 

steady-state, the fraction of workers exiting unemployment pool in each period equals the fraction of workers who 
are in their first period of unemployment.  
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annual sample period that Abraham and Sheimer use in their study. Each panel in Figure 3 
also shows the experimental results computed from the steady state of the Markov chain 
model for three cases:  

 
(i) all transition rates are time variant (all-flow),  
(ii) only enλ

 
and neλ  are time variant,  

(iii) only enλ , neλ
 
and unλ  are time variant.  

 
Case (ii) the Abraham-Sheimer measure of changes in labor force attachment, and case 

(iii) is an extended measure of labor force attachment.  
The implied unemployment rate, UR(all flow), with all time variant transition rates 

tracks the actual unemployment rate very closely. SUR(all flow) also tracks the fluctuation 
of actual short-term unemployment rate of female workers quite well with a relatively 
constant difference in levels. There is not much difference between the second and third 
case of time varying transition rates. Both series reflecting the changes in labor force 
attachment capture the secular decline in actual unemployment rate very well, though they 
explain the secular decline in short term rates better. Abraham and Sheimer show that over 
half of the trend decline in actual short-term unemployment rate is explained by the 
changes in labor force attachment.  

The Markov chain model does not appear to explain the unemployment duration as 
well as it explains the unemployment rate. The all-flow implied unemployment duration, 
MDU(all flow), in the top panel of Figure 3b matches the fluctuation of the actual 
unemployment duration relatively well before 1990, but there is a wider gap between the 
actual and implied unemployment duration in 1990s. As noted earlier, the mean duration 
of unemployment, MDU(EN&NE), is constant when only the Abraham-Sheimer measure 

of labor force attachment of female workers ( enλ and neλ ) are time varying.. For the 

extended measure of attachment ( enλ , neλ  and unλ ), the mean duration of 
unemployment9,  MDU(EN,NE&UN), tends to reflect the direction of the actual duration, 
but the magnitude seems to be too small to explain the fluctuation of the mean duration of 
unemployment.  

However, MDU(all flow) and MDU(EN,NE&UN) explain the actual mean duration 
quite well in the least-squares sense. The bottom panel in figure 3b shows the fitted values 
from regressions of actual MDU  
 

(a) on MDU(all flow),  
(b) on MDU(EN,NE&UN),  
(c) on both SUR(EN,NE&UN) and MDU(EN,NE&UN).  

 
All fitted values trace the actual values quite well. In particular, the last case explains the 

mean unemployment duration of female workers very well. Therefore, in our analysis of 
annual data below, changes in labor force attachment of female workers are measured by 

                                            

9 The implied unemployment duration is computed by )1/( uum λ− , where m=4.5 is the number of weeks in 

each period.  
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the short-term unemployment rate and the mean duration of unemployment when the 
transition rates, ( enλ , neλ

 
and 

unλ ), are time varying while other transition rates being held 

constant. The transition rates between labor market states are constructed from matched 
basic CPS1, which is available only from 197610.  

We use a modified version of the Baumol-Wolff model that they find the best fit in their 
study11  

 

∑ ++++++= −
i

ttiittttt DEMURUROCAGTFPMFU ηγθθδδα 12121)ln(    3.1 

 
where GTFP

t 
and OCA

t 
 are their measures of the shift in labor demand from less-skilled to 

highly-skilled workers. They include the aggregate unemployment rate itUR −  to 
represent the overall labor market condition: a higher unemployment rate lowers the 
probability of finding a job and prolongs the unemployment duration. Their model 
includes only the current unemployment rate tUR , but our study includes the lagged 

unemployment rate 1−tUR  to capture the carry-over effect from the previous period.  

The five year running average of the growth rate of total factor productivity )( tGTFP  
is computed from a Cobb-Douglas production function of gross domestic product as a 
function of total hours worked, private fixed nonresidential asset and average income share 
of labor. The investment in office, computing and accounting equipment )( tOCA  per 
1000full-time equivalent employee (FTEE) includes the investment in computers and 
peripheral equipment, software, communication equipment, photocopy and office and 
accounting equipment. Being complementary to the total factor productivity, OCA  
captures the new technology embodied in information processing capital which plays an 
important role in propagation of new technology. The FTEE variable is drawn from 
National Income and product tables of the Bureau of Economic Analysis (BEA). 

Equation (2.4) that we used to analyze the effect of sectoral shifts of labor demand by 
using quarterly data can be rewritten in a form that is comparable to (3.1) 
 

 

Thus, Baumol and Wolff measure the shift of labor demand across skill levels by tGTFP  

and tOCA , while our approach measures the shift of labor demand across industries by 
the current and lagged natural rate of unemployment.  

                                            
10 We are grateful to Robert Sheimer who generously provided for the estimates of transition rates. 
11 This is equation (6) in their Table 5, which has the best fit among other specifications. In addition to 

demographic variables, Baumol and Wolff (1998) control for the effect of institutional factors such as the percentage 
of labor force covered by union and minimum wage that may affect unemployment duration. They find that both 
factors are insignificant when they are used with the pace of technical progress variable. 
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Regression results of (3.1) and (3.2) are presented in Table 4 for two sets of demographic 
variables: Baumol-Wolff and Abraham-Sheimer. Table 5 shows the marginal effects of the 
major variables of interest on the mean duration of unemployment. Both GTFP and OCA of 
the Baumol-Wolff model in column (1) are highly significant. Table 5 shows that one 
percent increase in the GTFP raises the mean duration of unemployment by about one 
tenth of week, and $1000 increase in OCA per worker increases the mean duration by about 
eight tenth of week.  

Coefficients of tNUR  and 1−tNUR  in column (2) are statistically insignificant, which 
implies that the difference between the marginal effects of natural rate and cyclical rate in 
each period are statistically insignificant. A joint test of the equalities also indicates 
insignificant difference with p-value of 0.110. However, equality of the long run effects of 
natural rate and cyclical rate12 is rejected with a p-value of 0.048. Table 5 shows that one 
percent increase in NUR and CUR, respectively, increases MDU by almost three weeks and 
a little more than two weeks in the long run. Column (3) in Table 4 indicates that 
Baumol-Wolff demographic variables alone have a high explanatory power, explaining 
almost 60% of the variations in ln(MDU).  

Demographic variables of Abraham and Shimer have a lower explanatory power than 

the Baumol-Wolff variables. OCA and tUR  become very insignificant in column (4) and 

tUR  also becomes insignificant in column (5). As in the previous case, there is no 
difference in the marginal effects of natural rate and cyclical rate in each period and in both 
periods. Unlike the previous case of Baumol-Wolff demographic variables, there is no 
difference in the long term effect of the natural rate and cyclical rate. Furthermore, the 
natural rate and cyclical rate have an insignificant effect in the current period, though their 
lagged effect is highly significant. The significant lagged effect implies that the natural rate 
and cyclical rate have a significant long term effect on the mean duration of unemployment. 
As shown in Table 5, their long term effects are much smaller than the previous case of 
Baumol-Wolff demographic variables.  

Fitted values of mean duration of unemployment from six equations in Table 4 are 
plotted in Figure 4. Both Baumol-Wolff and Abraham-Shimer demographic variables 
explain the general direction of the mean duration quite well. There is little difference in the 
fitted values between the two sets of labor demand shift variables. For the effect of 
demographic variables, fitted values of equations (1) and (2) trace the actual mean duration 
slightly better than equations (4) and (5), implying that Baumol-Wolff demographic 
variables explain the mean duration a little better.  

 
 
IV. Conclusion  

 
 
Micro data analysis of labor movement finds that intersectoral movers have a longer 

duration of unemployment on the average. Shifts of labor demand across industries 
without a change in aggregate demand for labor compel workers to search for a new job in 
another industry. An increase in a measure of sectoral shifts of labor demand is thus 
expected to increase proportion of unemployed workers with a longer duration of 

                                            
12 This is the test that the sum of the coefficients of tNUR  and 1−tNUR  is zero. 
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unemployment, which leads to an increase in the average duration of unemployment of all 
unemployed workers. This paper examines this implication by using the natural rate of 
unemployment as a measure of sectoral shift. The natural rate of unemployment captures 
only the sectoral shifts of labor demand after purging all monetary and nonmonetary 
aggregate effect from the employment growth rate.  

Quarterly data analysis shows that the natural rate of unemployment explains a 
significant portion of the variation of mean duration of unemployment. It also confirms the 
hypothesis that the natural rate of unemployment has a greater long run effect on the mean 
duration of unemployment than the cyclical unemployment rate. One percentage increase 
in the natural rate increases the mean duration by slightly more than 2 weeks while the 
cyclical rate increases the mean duration by about 1.7 weeks in the long run. Therefore, a 
change in the composition of unemployment from cyclical to natural rate of unemployment, 
holding the total unemployment rate constant, increases the mean duration by about 0.35 
week.  

In the analysis of annual data, we compare the natural rate of unemployment with 
alternative measures of the shift of labor demand from low-skilled to highly skilled labor 
that Baumol and Wolff consider as a source of the change in the mean duration of 
unemployment. We also compare the demographic variables of Baumol and Wolff with the 
Abraham and Shimer’s measure of female workers’ labor force attachment. Baumol-Wolff’s 
growth rate of total factor productivity as a measure of technical progress is significant 
regardless of the demographic variables, but the investment in office technology becomes 
insignificant when Abraham-Shimer demographic variables are used. The long run effect of 
natural rate and cyclical rate of unemployment on the mean duration of unemployment is 
significant with either choice of demographic variables. But, the magnitude of the effect is 
much smaller with Abraham-Shimer demographic variables. Furthermore, the natural rate 
and cyclical rate of unemployment have a different effect on the mean duration when 
Baumol-Wolff demographic variables are used, but they have the same effect when 
Abraham-Shimer demographic variables are used. 
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Table 1. Estimation of ln(MDU) 1963Q1 ~ 2003 Q1 
 

Estimated Coefficients 
Variables 

(1) (2) (3) 

Constant 4.648  
(0.000) 

4.190  
(0.000) 

1.923  
(0.000) 

NUR -0.195 
(0.001) 

-0.122  
(0.000) 

 

NUR-1 0.348 
(0.000) 

0.264  
(0.000) 

 

CUR -0.060  
(0.024) 

-0.122  
(0.000) 

 

CUR-1 0.187  
(0.000) 

0.264  
(0.000) 

 

Emp(16-19) 0.004  
(0.769) 

-0.004  
(0.764) 

-0.226  
(0.000) 

Emp(20-24) -0.113  
(0.000) 

-0.100  
(0.000) 

0.118  
(0.000) 

Emp(25-54) -0.042  
(0.000) 

-0.032  
(0.000) 

0.0189  
(0.092) 

2B  0.904 0.895 0.599 

Log L 196.25 188.08 81.178 
Numbers in parentheses are the p-values.  

 
 

Table 2. Short Term and Long Term Marginal Effects on MDU 1963Q1 ~ 2003 Q1 
 

 Variable Marginal Effect 

NUR -2.651 (0.000) 
NUR-1 4.737 (0.000) 

CUR -0.813 (0.024) 

CUR-1 2.547 (0.000) 

UR -1.653 (0.000) 

Short Term 

UR-1 3.594 (0.000) 

NUR 2.087 (0.000) 

CUR 1.733 (0.000) Long Term 

UR 1.941 (0.000) 
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Table 3. Tests Statistics of Hypothesis 
 

Null Hypothesis Test Statistic 

1H : Identical Effects of NUR&CUR 12.585(0.001) 

2H : Identical Effects of NUR-1&CUR-1 16.024(0.000) 

3H : Joint test of 1H  & 2H  8.175(0.000) 

4H : Identical Long Term Effects of NUR and CUR 3.376(0.068) 
p-values are in parenthesis 

 
 

Table 4. Estimation of ln(MDU) Annual Data 
 

 Baumol-Wollf (1963-2002) Abraham-Shimer (1976-2000) 

 (1)  (2)  (3)  (4)  (5)  (6)  
Constant  
 

2.865 
(0.002) 

4.224 
(0.000) 

1.799 
(0.092) 

-0.668 
(0.753) 

-3.000 
(0.066) 

-4.926 
(0.038) 

GTFP  
 

0.008 
(0.034) 

 
 

 
 

0.014 
(0.033) 

 
 

 

OCA  
 

0.056 
(0.011) 

 
 

 
 

0.010 
(0.822) 

 
 

 
 

NUR  
 

 
 

0.037 
(0.085) 

 
 

 
 

-0.009 
(0.797) 

 
 

NUR-1  
 

 
 

0.017 
(0.439) 

 
 

 
 

-0.016 
(0.620) 

 
 

UR  
 

0.080 
(0.000) 

0.060 
(0.002) 

 
 

-0.002 
(0.955) 

-0.028 
(0.293) 

 
 

UR-1  
 

0.104 
(0.000) 

0.100 
(0.000) 

 
 

0.107 
(0.000) 

0.137 
(0.000) 

 
 

Emp(16-19)  
 

0.043 
(0.072) 

0.060 
(0.020) 

-0.230 
(0.000) 

 
 

  
 

Emp(20-24)  
 

-0.107 
(0.001) 

-0.165 
(0.000) 

0.123 
(0.001) 

 
 

 
 

 

Emp(25-54)  
 

-0.011 
(0.488) 

-0.034 
(0.009) 

0.021 
(0.345) 

 
 

 
 

 

AS-SUR  
 

  
 

 
 

-0.319 
(0.018) 

-0.216 
(0.185) 

0.255 
(0.148) 

AS-DUR  
 

 
 

 
 

 
 

0.302 
(0.115) 

0.496 
(0.000) 

0.608 
(0.002) 

2R  0.960 0.951 0.592 0.851 0.811 0.311 

Log L 68.57 64.60 21.86 37.69 34.72 16.05 

Numbers in parentheses are the p-values of each coefficient estimate.  
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Table 5. Short Term and Long Term Marginal Effects on MDU 1963-2002 
 

 Baumol- 
Wolff 

Abraham- 
Shimer 

NUR 1.309  
(0.000) 

-0.502  
(0.203)  

NUR-1  1.590  
(0.000) 

1.642  
(0.000)  

CUR  0.814  
(0.000) 

0.380  
(0.293)  

Short Term 

CUR-1  1.357  
(0.000) 

1.859  
(0.000) 

NUR 2.899  
(0.000) 

1.140  
(0.003)  Long Term 

CUR 2.171  
(0.000) 

1.479 
(0.001)  

GTFP 0.109 
(0.034) 

0.190 
(0.033) 

OCA 0.760 
(0.011) 

0.122 
(0.822) 

 
 
 

Table 6. F-Test Statistics of Hypothesis 
 

Null Hypothesis 
Baumol- 

Wolff 
Abraham- 

Shimer 

1H : Identical Effects of NUR&CUR 3.166 
(0.085) 

0.068 
(0.797) 

2H : Identical Effects of NUR-1&CUR-1 
0.614 

(0.439) 
0.254 

(0.620) 

3H : Joint test of 1H  & 2H  2.375 
(0.110) 

0.212 
(0.811) 

4H : Identical Long Term Effects of NUR and CUR 4.228 
(0.048) 

0.386 
(0.542) 

p-values are in parenthesis. 
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Figure 1. Relationship between Mean Duration and Unemployment Rate 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Comparison of Fitted Mean Duration of Unemployment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fitted MDU (1): Including all variables  
Fitted MDU (2): Including all variables with restrictions ii θβ =

  

Fitted MDU (3): only demographic variables 
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Figure 3a. Implied Unemployment Rate and Implied Mean Duration Abraham-Shimer 
Markov Chain Model of Female Workers 
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Figure 3b. Implied Unemployment Rate and Implied Mean Duration Abraham-Shimer 
Markov Chain Model of Female Workers 

 

 
 

Fitted values of a regression of actual MDU 
Fitted MDU (all flow): on MDU(all flow) 
Fitted MDU (EN,NE&UN): on MDU (EN,NE&UN) 
Fitted MDU (SUR & MDU): on SUR(EN,NE&UN) and MDU (EN,NE&UN) 
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Figure 4. Fitted Mean Duration of Unemployment 
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Comments on “Effects of Sectoral Shifts on Average 
Duration Unemployment 

 
 

Kyungsoo Choi, 
Korea Development Institute 

 
 
 

This paper tests if the sectoral shift hypothesis can explain the extension of mean 
duration of unemployment spells that occurred since the mid 1990s in the US. The 
phenomenon that this paper tries to explain is summarized in Figure 1.  The trend of mean 
duration of unemployment spells started to deviate from that of unemployment rate since 
the 1990s, as the duration lengthens for all levels of unemployment rates.  A labor 
economist would think, at a first look of such a graph, that the phenomenon must be 
caused by the technically biased shift of labor demand, since in the US, the 1990s is 
characterized by shift of demand towards skilled labor, whereas the 1970s was the period 
of manufacturing employment contraction.  This paper looks at sectoral shift of 
employment as a major culprit, and put it to a rigorous test.  

 In the first model, which regresses log of mean duration against natural and 
cyclical unemployment rates and their lagged values along with controls for demographic 
changes, the coefficients for natural and cyclical components are significantly different, but 
not so much so graphically.  That is, decomposition into the NAIRU part and cyclical part 
does not produce much different compared with the case that does not use the 
decomposition.  Thus, although statistically significant, one may question the explanatory 
power of the hypothesis that sectoral shocks may the major cause for longer unemployment 
durations.  Further, technically biased labor demand shift will involve differential labor 
demands across industries unless the composition of workers by skill levels is the same 
across industries.  Thus, some of sectoral shocks, which is measured with hiring rates, may 
be results of technical changes, which blurs the distinction between technically biased 
demand shift from differential sectoral shocks.  This motivates the second model in the 
paper.  

 When proxies for technical progress are included, they are highly significant.  
And, coefficients for natural rate of unemployment become statistically insignificant when 
the variables are included, although their long term effects are statistically different.  Such 
a result make one to reconsider the earlier suspicion—that is, sectoral shifts themselves may 
have been caused by differential effects of technical change rather than demand side 
changes. 
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Abstract 
 
 

We set up a variant of New Keynesian models for the dynamics of inflation, and discuss 
the relative importance of the expected inflation rate and past inflation rate. Many papers 
have studied the price decision rules in monopolistically competitive product markets. This 
paper employs a Calvo-type (1983) staggered price setting that has become a standard way to 
introduce nominal rigidities in the quantitative general equilibrium model. Firms that cannot 
optimize their prices set their prices with indexation to the past inflation rate. The 
“Canonical” and “Hybrid” New Keynesian models are without and with this indexation to 
the past inflation rate, respectively. Different degree of indexation is also considered for the 
Hybrid models. Rather than merely evaluating each of the alternative New Keynesian models, 
we compare different New Keynesian models (Canonical and Hybrid models) by 
constructing the test statistics between the distribution or density of empirical data and those 
of the simulated data from each theory model. Model parameters are calibrated and the 
reality check of White (2000) is applied to compare the models. The dynamics in inflation rate 
are compared for models with different degree of indexation. By comparing the simulated 
density or distribution to that of the empirical data, Hybrid New Keynesian models have 
better loss values, but the Canonical New Keynesian model can not be rejected with various 
degree of nominal rigidities. Moreover, we find that with a high degree of nominal rigidities, 
most firms follow the optimal pricing rule and indexing to past prices is suboptimal.  

 
Key Words: New Keynesian Phillips Curve, Kolmogorov-Smirnov Distance, Simulated 

Density,  Kullback-Leibler Information Criterion. 
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I. Introduction 

 
 
The New Keynesian model with nominal rigidities has received increasing attention in 

recent years. A large number of the studies are based on models in which short-run 
monetary policy effect is derived by assuming frictions in price adjustment on the part of 
imperfectly competitive firms. See e.g. Rotemberg and Woodford (1997), Yun (1996), and 
Woodford (1997). These studies are based on three equations. The first one is the New 
Keynesian Phillips curve with forward looking properties. In the New Keynesian Phillips 
curve, the price decisions of imperfectly competitive firms link current inflation rate to 
current marginal cost and expected future inflation rate. The second one is the 
expectational IS curve. This equation, corresponding to the log-linearization of an 
optimizing household’s Euler equation, links consumption growth rate to the real interest 
rate. The final one is a monetary policy rule proposed by Taylor (1993). In this model, the 
supply side of economy combined with the demand side and an interest rate rule describe 
the dynamics of output, inflation rate, and nominal interest rate. 

In the New Keynesian models, the indexation rule assumes that some firms set the 
current (optimal) price by indexing to previous inflation rates. The current price in the 
indexation rule model is the weighted average of the optimal and previous period inflation 
rate. By contrast, the non-indexation rule assumes that firms set the current (optimal) price 
without considering previous periods’ inflation rate. Therefore, the current price level for 
this model is the weighted average of the optimal price level and the average inflation rate. 
Hence, the New Keynesian models can be classified into two classes, i.e., a Canonical 
(standard) New Keynesian model without indexation rule and a Hybrid New Keynesian 
model with indexation rule. With an indexation rule, price adjustment is slow than that 
under an optimal pricing.  

With these theoretical developments in macroeconomics, many authors try to compare 
the empirical or quantitative performance of the new Keynesian model with those of 
standard Vector Autoregressive models (VARs). For example, Rotemberg and Woodford 
(1997) and Christiano et al. (2005) estimate the deep parameters in new models by 
minimizing some distance between the theoretical and empirical impulse response to a 
monetary shock, and then evaluate the performance of the model. They show that new 
models are successful in generating the dynamics of the selected variables as in the data. In 
contrast to this weak econometric interpretation, some authors attempt to provide a full 
characterization of the observed data with strong econometric interpretation. For example, 
Ireland (2004) estimates the deep parameters of the sticky model using classical maximum 
likelihood methods with Kalman filtering. Smets and Wouters (2007) also utilize a Bayesian 
approach to compare the performance of the theoretical model with a full set of structural 
shocks with those of the Bayesian VARs.11 Those empirical analyses mainly evaluate 
theoretical models by matching a specific moments of simulated data to that of empirical 
data. 

We evaluate the Hybrid New Keynesian models and the Canonical New Keynesian 
models in this paper. We construct a relatively simple version of the New Keynesian model. 
In this model, dynamics are driven by monetary policy shocks and technology shocks. The 
model collapses into the Hybrid New Keynesian model or the Canonical New Keynesian 
model depending on the degree of indexation. We propose a method to evaluate different 

                                            
1 Smets and Wouters (2007) conclude that the current generation NK models can capture the dynamics as in the 

data if one considers a sufficient number of structural shocks. 
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theoretical models. We do not merely evaluate a specific moment, but evaluate the whole 
cumulative distribution function (CDF) or the probablity density function (PDF) of the 
simulated data for each New Keynesian model to the CDF or PDF of simulated data. To 
compare multiple models, we follow the reality check proposed by White (2000) to avoid 
data-snooping.  

In the literature, Kolmogorov-Smirnov (KS) distance function is often used to capture 
the divergence of one CDF function to another. If a KS distance function is used to measure 
the distance from a true unknown CDF function, or its proxy, an empirical distribution 
function (EDF) function, the loss based on this KS distance function can be used to evaluate 
the specific model. Corradi and Swanson (2007) use the KS loss function and propose a 
novel test to compare different Dynamic Stochastic General Equilibrium models. The 
rationale of their method is that a better model should be closer to the true model in terms 
of the KS distance. We propose three other loss functions based on KS distance. 

Density forecast evaluation literature indicates that if a model is exactly the true model, 
the probability integral transformation (PIT) of density forecast for this model follows an 
i.i.d. U[0,1] distribution. Analogically, if a model is exactly the true model, the probability 
integral transformation of empirical data by use of the simulated data of this model also 
follows an i.i.d. U[0,1] distribution. Therefore, how far do such PITs of a model diverge 
from the i.i.d. U[0,1] distribution can be used as a criterion for comparing different models. 
We propose a loss function based on Kullback-Leibler Information Criterion (KLIC) to 
measure such divergence in terms of the PDF function of such PITs to the that of a i.i.d. 
U[0,1] distribution. In order to avoid misspecification. in the model selection, we utilize a 
nonparametric kernel density to construct the KLIC loss. 

We examine the properties of tests based on those loss functions by a Monte Carlo study. 
Monte Carlo findings indicate that those proposed tests have good size and power 
properties. We use those proposed tests to evaluate different New Keynesian models. The 
shock parameters are calibrated by minimizing the quadratic loss between the variance of 
simulated data and that of empirical data. After calibration, we run simulation for different 
New Keynesian models and compare those models by comparing the CDF or PDF 
functions of simulated data to those of empirical data. Reality check of White (2000) and 
stationary bootstrap by Politis and Romano (1994) are used to compute the p-values of 
those tests. The test results based on the KS loss functions are consistent, while results 
based on KLIC is relatively mixed. The ranking of the models with regard to loss is almost 
the same using those different loss functions. We find that a Canonical New Keynesian 
Phillips Curve model can not be rejected at various degree of nominal rigidities, showing 
that optimal pricing is prevalent in the producers. However, with a lower degree of 
nominal rigidities, a larger portion of producers index their prices to the past prices, while 
with a higher degree of nominal rigidities, producers are more likely to use the optimal 
pricing. This finding is in accordance with the findings in the literature. Both an indexation 
rule and nominal rigidities can generate the inertia of inflation rate. So with a high degree 
of nominal rigidities, an indexation rule is not necessarily required to generate the inertia of 
inflation. But with a realistic degree of nominal rigidities, a Hybrid model with moderate 
degree of indexation is preferred. This finding implies that an indexation rule together with 
a moderate degree of nominal rigidities can also account for the dynamics of inflation rate. 

This paper is composed as follows. In Section 2, we lay down the framework for a 
relatively simple New Keynesian model and discuss the equilibrium of this model. In 
Section 3, we propose several loss functions and methods to evaluate and compare 
economic theory models. Section 4 shows the results for Monte Carlo experiments. Section 
5 is on an empirical study on comparing different New Keynesian models. Section 6 
concludes the paper. 
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II. The Model 

 
 
In this section, we construct a relatively simple theoretic framework for a New 

Keynesian model. Firms that produce and sell differentiated products are assumed to have 
monopoly power over prices. Firms that cannot optimize their prices are assumed to set 
their prices (partially) indexed to the previous inflation rate. We introduce the sticky prices 
along the lines of Calvo (1983). By setting different values of degree of price indexation, this 
model degenerates into a Canonical New Keynesian model or a Hybrid New Keynesian 
model respectively. 

 
1. Households 

 
The economy consists of a continuum of identical infinite-lived households, indexed by 

].1,0[∈h  The h th household chooses consumption, leisure, and portfolios to maximize 
its lifetime objective 

 

 
 
where β  is the household’s discount factor, and ∑ +

+ ∫≡ )( 1
1

tt
tt sssE denotes the 

mathematical expectation operator over all possible states of nature on history .ts 2  Here 
},....,{ 0 t

t sss =  denotes the history of events up to period .t  ktC +  and ktN +  

represent the household’s consumption and labor supply in period ,kt +  respectively. 
Since the monetary policy is specified in terms of an interest rate rule, money is not 
introduced in the model.3 Here tC  is an index of consumption goods, given by the 
following CES aggregator of the consumed amounts of each type of good :j  

 

 
 

tP  is the price level in period t  which is defined by the Dixit-Stiglitz (1997) aggregator, 

,])([ 1
1

1

0

1 φφ −−∫= djjPP tt  where )( jPt is the price of good j . Here φ  measures the 

elasticity of substitution mong goods.  
 

1) Budget Constraint 
                                            

2 The household’s index h  will be omitted for notational simplicity. 
3 Money plays the role of a unit of account only. 
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There exists a complete financial market in the economy and no obstacles to borrowing 

against future income, as in Rotemberg andWoodford (1997), and Christiano et al. (2005). In 
particular, it is assumed that there is a contingent one-period bond market as in Woodford 
(1997) and Christiano et al. (2005). This insures the households against variation in 
household specific labor income and equates the household’s labor income to aggregate 
labor income as in Christiano et al. (2005). Let 1+tB denote the nominal payoff of the 

portfolio purchased in period t  and 1, +ttQ  be the corresponding stochastic discount 
factor in period t. Then the riskless one-period nominal interest rate in period t is given by 

.][1 1
1,

−
+≡+ tttt QEr  At the beginning of each period, the household receives wages from 

each firm. Under flexible prices, the equilibrium implies a constant markup of size 
,1−≡Φ φ

φ  which is the same as the markup that prevails in the zero-inflation steady state 
of the model with nominal rigidities. Assuming that the household that has decided its 
current consumption and bond holdings starts with nominal wealth ,tΘ  such as bonds, 

carried over from period 1−t  and receives the lump-sum transfers tT , before the market 
opens, the household’s budget constraint in the beginning of the period t can be written as 

 

 
 
where the household’s wealth at the beginning of the period t is 
 

 
 
Here ttN ΙΙ,  and tW  denote hours worked, firm’s nominal profits, and nominal 

wages given to the household at time t , respectively. The household also faces a time 
constraint such that 

 

  
where tN  and N denote the leisure and time endowment of the household in period .t  
The first order conditions imply that 
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and the budget constraint (3). Here 
t

t
P
w

tw ≡  is the real wage in period .t  If Rt represents 

the risk-free gross real interest rate, equation (5) and equation (6) gives the following Euler 
equation: 

 

 
 
 

2. Firms 
 

1) Input Demand 
 
Differentiated goods and monopolistic competition are introduced along the lines of 

Dixit and Stiglitz (1977). Suppose that there is a continuum of firms producing 
differentiated goods, and each firm indexed by ,10, ≤≤ jj  produces its product with 

constant returns to scale, concave production technology. Each firm j  takes tP  and the 

aggregate demand as given, and chooses its own product price ).(, jP tt  In this economy, 
the distortion occurs due to the existence of monopolistic competition in the goods market. 
The firm sets, on average, its price above marginal cost. In equilibrium, this makes the 
marginal rate of substitution between consumption and labor different from their 
corresponding marginal rate of transformation. 

Since the labor market is perfectly competitive, the firm j’s demands for labor is 
determined by its cost minimization as follows, 

 

 
 

where tA  is the home country resident’s technology process at period t , and )( jYt and 

)( jNt are the output and total labor input of the jth firm, respectively. I assume that the 

technology shock follows an AR(1) process as log ,11,log 1 <<−+= − AAttAt AA ρερ  

where 0)( =tAE ε  and Atε  is  i.i.d. over time.   
The firm’s cost minimization condition can be written as 
 

 
 

where 
t

t
P

MC
tmc ≡  is the real marginal cost of the firm in period t . Next, aggregating 

individual output across firms, we find a wedge between the aggregate output and 
aggregate factor input 
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where ∫≡Δ
1

0

)( )(
t

t
P

jP
t d j  is the relative price dispersion in period t .  

The monopolistic competition firms in the product markets set their own prices in 
advance by maximizing the present discounted value of profits. Suppose that only the 
fraction )1( α− of the firms sets the new price, ,,ttP  and the other fraction of firms, ,α  

sets its current price at its previous price level. Let kttP +,  denote the prices at period kt +  

that are predetermined at period t . The firm’s maximization problem can be written as 
follows: 

 

 
 

subject to the sequence of demand constraints 
 

 
 

where ttktt PP ,, =+  and ,.....2,1,0=k  
The optimal price setting equation in the Calvo-type model can be written as 
 

 
 

where 
kt

kt
P

MC
ktmc

+

+≡+  is the real marginal cost or the inverse of the markup in period 

kt + . The optimal price setting equation can be expressed as a recursive form as: 
 

 
 

where 
 

 
and 
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Here 
t

tt

P
P

tp ,=  is the relative price of any good whose price was adjusted in period t . 

This is a shortrun aggregate supply relation between inflation and output, given 
expectations regarding future inflation, output and disturbances. Moreover, since 

∑∞
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−
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,
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s tstst Pup φφ  and ,1, 00 αα −== uuu s
s  the price level satisfies the recursive 

form such that 
 

 
 

The relative price distortion tΔ  that results from the firms’ staggered price setting 
practice in the Calvo-type model can be rewritten as a recursive form: 

 

 
 

with 1−Δ  given. 
 

2) Staggered Price Setting: Indexation versus Non-indexation 
 
Following the literature, we employ a Calvo-type staggered price setting that has 

become a standard way to introduce nominal rigidities in the quantitative general 
equilibrium model. 

The monopolistically competitive firms in the product markets set their own prices in 
advance by maximizing the present discounted value of profits. Suppose that only the 
fraction )1( α−  of the firms sets the new price, ,,ttP  which is the optimally determined 
price in period t, while the other fraction of firms, α sets its price by indexing the previous 
inflation rate )10()(

2

1 ≤≤
−

−
pP

P p

t

t γγ  to its previous price level. The firms that are able to set 

new prices are chosen randomly each period, with an identical probability of being selected. 
The probability of an optimal price change is independent of both the time that has elapsed 
since the last optimal price change, and the degree to which costs and other market 
conditions have changed since. Let kttY +,  denote the demands at period kt +  facing 

firms that set their prices at time t, and kttP +,  denote the prices at period at kt +  that are 

predetermined at time t. The firm’s profit maximization problem can be written as follows: 
 

 
 

subject to the sequence of demand constraints 
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Here ,,
, t

tt
kttQ Λ

Λ
+ ≡ and  kt+Λ  is the marginal utility for the household of additional 

income at kt +  and ,)( ,10,, ttit
k
ittktktt PPP pγπ −+=++ Π≡Ζ=  where 1−+itπ denotes the 

inflation rate for period 1−+ it  and p
it

k
ikt

γπ )( 10 −+=+ Π≡Ζ .4 
The newly determined price at time t is given by 
 

 
 
As the price for composite goods at time t  is determined by the aggregation of the 

predetermined prices s
jtjtP 0, }{ =−  according to the Dixit-Stiglitz aggregator, tP  satisfies 

 

 
 

where .1−∈= φ  
The log-linear approximation of the price setting equation around the steady-state 

equilibrium leads to the following Hybrid New Keynesian Phillips curve with both 
backward and forward properties 

 

 
 

where tμ  is the (log) price-marginal cost markup deviation from its steady-state value in 

period t , and .)1)(1(
α

αβα −−=k  Since the percentage deviation of the markup from the 
steady state value can be expressed as 

 

 
 
where nttt YYx lnln −≡  is the gap between actual output and natural level of output in 
period t , the Hybrid New Keynesian Phillips curve can be rewritten as 

 

 
 
Here cξ  and nξ  are the intertemporal elasticity of substitution in consumption and 

the elasticity of labor supply to real wage rate, respectively. When there is no indexation to 
                                            

4 The complete asset market assumption makes the marginal utility of consumption identical across different 
types of households. 
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previous period’s inflation rate in price setting, i.e. ,0=pγ  the Phillips curve becomes to 
a Canonical New Keynesian Phillips curve: 

 

 
 

The current inflation rate positively depends on both the future expected inflation rate and 
the output gap. 

 
3) Monetary Policy 
 
Recently, many leading macroeconomists follow Taylor’s recommendation of a simple 

interest rule or a variant such as interest smoothing policy to evaluate the effect of 
monetary policy. The interest rate smoothing rule is applied in this paper to evaluate the 
model. Assume that nominal interest rate tr  is set according to a Taylor rule as in Clarida, 
Gali, and Gertler (1999): 

 

 

where rtε  is a normally distributed, mean-zero shock which is serially uncorrelated. Since 
the monetary policy is specified in terms of an interest rate rule, money is not included in 
the model. 

 
3. Equilibrium 

 
Since much of the following analysis will be done in stationary terms, it is more 

convenient to define a symmetric rational equilibrium in terms of a stationary one. In this 
system, the state vector at period ,t tx  consists of a technology shock (At) and lagged 
values of the endogenous variables (all in log forms). Since each firm in each group sets the 
same price in symmetric equilibrium, it is desirable to divide consumption goods into 
groups on the basis of the staggered prices setting decisions times. 

Denote λ as the Lagrangian multiplier. The stochastic symmetric stationary 
equilibrium consists of the bounded time invariant decision rules )}(),({ tt xnxc  and 

prices )}(),(),(),({ , tttttt xxwxpxp λ with the state of the economy tx  such that (i) the 

households decision rules, )}(),(),(),({ tttt xwxxnxc λ solve their optimization problem 

given the states and the prices; (ii) the demands for labor, )}({ txn solve each firm’s cost 

minimization problem and price setting rules ttp ,  solve its present value maximization 
problem given the states and the prices; (iii) each goods market, labor market, bond market, 
and money market is cleared at )},(),(),({ , tttttt xrxwxp  respectively. 
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Comments on “Dynamics of Inflation Rate: 
Comparison of New Keynesian Models via 

Simulated Density” 
 
 

Youngjin Hwang, 
Korea Development Institute 

 
 
 
This paper empirically evaluates and compares the performance of the canonical New 

Keyne-sian Phillips curve to hybrid New Keynesian Phillips curves (with different degrees 
of indexation). 

In that the price setting behavior by monopolistically competitive firms is one of key 
elements in understanding the dynamics of inflation, this paper attempts to tackle one of 
important issues in dynamic macroeconomics. The main feature of the paper is that authors 
employ the novel method developed by Corradi and Swanson (2007, Journal of Econometrics), 
i.e., comparison of the distributions of empirical and simulated data, rather than the 
conventional .moment comparison’ methods that have been widely used in the literature. 

Below is the list of comments I came up with while reading the paper: 
 
1. As the authors emphasized in the paper, the key feature of the paper is the 

application of new model evaluation technique by Corradi and Swanson (2007) to 
understanding of in.ation dynamics. 

 
(a) However, it is not clear as to what had motivated the authors to employ the 

method, rather than conventional ones such as comparison of moments for 
analyzing a class of New Keynesian Phillips Curve. As authors admitted, there 
are several alternative model comparison criteria to evaluate and/or compare the 
fit of dynamic macro models. Therefore, it would be necessary to discuss and/or 
compare in detail potential benefits of the new method against the 
conventional/existing model evaluation technique (at least in the context of the 
model addressed in the paper.) 

 
(b) The empirical evaluation of (potentially misspecified) dynamic stochastic general 

equilibrium model is an emerging and active area in mynamic macro research; in 
fact, there several papers I would like to recommend the authors look at along 
this line of research. In particular, the authors may refer to a series of paper by 
Frank Schorfheide at University of Pennsylvania (and others); one example is .On 
the Fit of New Keynesian Models.by Del Negro, Schorfheide, Smets, and 
Wouters (2007, Journal of Business and Economic Statistics). 

 
2. Even in the case that authors want to use ‘distribution-based’ method such as Corradi 

and Swanson (2007), there may be still additional issue as to what kind of data density 
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to use. It seems that authors use (unconditional) distributions of time series data; since 
the degree of their persistence is of great importance in analyzing and understanding 
the inflation dynamics, model evaluation taking into account to this kind of feature, 
(e.g., spectral analysis) may provide additional and/or better information; hence, it is 
suggested that the authors try to use the spectral densities as well.5 

 
3. In the empirical analysis section (Section 5), it seems that some parts of the calibration 

is done somewhat casually/arbitrarily (e.g., the size of mark-up, μ  and the 
elasticity of intertemporal substitution, '/1' σ ) and only a limited set of sensitivity 
analysis is done (for a few parameters of key interest). As the model parameter values 
may potentially affect the model dynamics significantly, it would be helpful in 
understanding the dynamics and performance of models to do some sensitivity 
analysis and report the results. Or, alternatively, the full set or a wider subset of the 
parameters values can be estimated rather than calibrated. This approach additionally 
may help deciding appropriate value of parameters (such as the nominal rigidities 
parameter, α  as discussed in the conclusion section).  

 
4. Authors reached somewhat mixed conclusion that the purely forward looking Canonical 

New Keynesian Phillips Curve can not be rejected while there are some evidence of 
indexation with lower degree of nominal rigidities. Authors cite and discuss only a 
limited number of articles in the literature. It would be useful compare and discuss the 
results to the existing/related literature about price indexation/adjustment, some of 
which used more richer or sophisticated specification of price adjustment.6 

 
5. A minor issue: It is recommend that authors edit, organize and/or stream-line the 

paper so that redears follow the paper with a bit more ease. Some examples of such are: 
 
(a) Non-sequential discussion/argument. Example: unless a certain parametric form 

of utility function was assumed (as in p.16), the Euler equation cannot be written 
as (6) in p.5. 

(b) Equation miss-numbering: Example, (28) in the second line of p.10 should be (16). 
(c) Redundant part: Example, ,2/1∈=  i.e., .2=σ  in p.17. 

 
 

                                            
5 (a) Watson, “Measures of .t for calibrated models” (1993, Journal of Political Economy) showed that a standard 

real business cycle model is unable to explain the spectral density function of growth rates in the post-war US 
economy, although it performed resonally well in matching moments. 

6 One interesting paper in this regard is Mankiw and Reis (2002, Quaterly Journal of Economics), "Sticky 
Information Versus Sticky Prices: A Proposal To Replace The New Keynesian Phillips Curve", although their paper 
is not directly realted to the indexation issue. 
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Abstract 
 

 
The goal of this paper is to examine the validity of nonlinear Taylor rules in Korea.  To 

perform our tests, we utilize new IV ECM threshold cointegration tests that are invariant to 
nuisance parameters.  The new tests have a standard chi-square distribution and the same 
critical values can be used throughout.  This is in contrast to OLS ECM threshold 
cointegration tests, which depend on nuisance parameters and have nonstandard 
distributions. After finding significant support for nonlinear cointegration, we find that the 
Bank of Korea raises the call rate of interest only when inflation is above a threshold rate.  
We additionally find that the Bank of Korea increases the call rate of interest to possibly 
counter domestic currency deprecation only when the rate of currency deprecation exceeds 
a threshold. 
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I. Introduction 
 

 
Predicting the reaction of monetary authorities to changes in fundamental economic 

variables has long been a goal of central bank observers and monetary economists alike.  
In particular, observers often wish to know how the central bank responds to changing 
economic fundamentals when setting short-term interest rates.  This research is often 
expressed by a simple monetary policy reaction function, or “Taylor rule.”  The simple 
policy rule was initially introduced by Taylor (1993) and can be described as follows: 

it = r* + πt + α1
*(πt - π*) + α2yt + α3it-1 + α4it-2 + εt  ,  (1) 

where it is the nominal target interest rate of the central bank, r* is the equilibrium real 
interest rate, and πt is the inflation rate over the most recent four quarters.  Here, π* is the 
target inflation rate of the central bank, yt is the “output gap” measured as the percentage 
deviation in real GDP from target or potential real GDP, and εt is an i.i.d. error term.  
Lagged values of it are included to allow for “interest rate smoothing,” where the central 
bank gradually adjusts it to the target rate (e.g., English, Nelson, and Sack, 2003).  
Rearranging terms and simplifying gives the following testing equation: 

it = α0 + α1πt + α2yt + α3it-1 + α4it-2 + εt ,   (2) 

where α0 = (r* - α1*π*) and α1 = (1 + α1*).  See Qin and Enders (2007) for a survey of papers 
that examine a linear Taylor rule. 

In spite of the number of papers that test models of the Taylor rule, the validity of many 
of these tests has been questioned.  Bunzel and Enders (2007) and Österholm (2005), for 
example, find that the U.S. interest rate and inflation rate each have unit roots, while the 
output gap is stationary.  Moreover, they additionally find no evidence of a long-run 
linear cointegrating relationship among the variables in the model.  We obtain similar 
results with Korean data.  These findings call into question many estimates of the linear 
Taylor rule, since if the variables in the model are nonstationary and not cointegrated then 
spurious estimates can result. 

Recently, a growing body of literature finds evidence of nonlinear dynamics in many 
economic time series.  For example, given transactions costs, central banks may take action 
to increase the target interest rate only when the inflation rate surpasses a threshold.  
Similar asymmetric responses can arise if monetary policy makers care more about high 
inflation than low inflation.  For these and other reasons, a growing number of authors 
argue that the Taylor rule should be modeled as a nonlinear relationship.  See, for example, 
the papers by Clarida, Gali, and Gertler (2000), Nobay and Peel (2003), Ruge-Murcia (2003), 
Dolado, Maria-Dolores, and Ruge-Murcia (2004), where the authors argue that central bank 
preferences are likely to be asymmetric in the inflation rate and/or output gap.  The 
presence of nonlinearities in the Taylor rule could explain the apparent lack of mean 
reversion in it and πt, and the findings that these variables are not linearly cointegrated, 
since the standard unit-root and cointegration tests assume that the data-generating process 
is linear.  As in the linear case, in order to estimate nonlinear models and avoid spurious 
results we must first examine the validity of the model by testing for nonlinear 
cointegration. 
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Until recently, the lack of testing for nonlinear cointegration in nonlinear models might 
be due to difficulties of finding practical testing methodologies.  In this paper, we estimate 
and test the validity of nonlinear threshold models by employing new error-correction 
model (ECM) threshold cointegration tests.  Specifically, we test for nonlinear monetary 
policy in Korea by estimating nonlinear Taylor rules.  While previous papers have tested 
for nonlinear Taylor rules in the U.S., and other early industrialized countries, we 
contribute to the literature by testing for nonlinear Taylor rules in Korea, a newly 
industrializing economy.  Several notable differences exist between the economies of the 
U.S. and Korea that might lead to different findings in a nonlinear Taylor rule.  Perhaps 
most important, while the U.S. is a large open economy, the economy of Korea is a small 
open economy with proportionately greater exposure to international trade.  For instance, 
in 2004, the shares of exports and imports of goods and services in GDP were 10% and 15%, 
respectively, in the U.S., while their shares were 44% and 40%, respectively, in Korea 
(World Bank, 2007, World Development Indicators).  Second, while the goals of low inflation 
and full employment are likely important for monetary policy in both the U.S. and Korea, 
attention to the foreign exchange rate may be a relatively more important policy goal in 
Korea.  In a small open economy, the central bank may give a lower priority to controlling 
inflation, relative to exchange rates, than in a large open economy like the U.S.  If so, one 
can hypothesize that if the Korean inflation rate increases at the same time that the won 
appreciates relative to the U.S. dollar, the Bank of Korea might choose not to increase the 
call interest rate to slow inflation due to concerns that this could cause a further 
appreciation of the won and potentially harm or destabilize foreign trade. 

Using the new IV ECM threshold cointegration tests, we estimate a nonlinear Taylor 
rule for Korea using quarterly data from 1991-2007.  Overall, we find significant evidence 
of a nonlinear threshold cointegrating relationship in the Korean Taylor rule.  Most 
important, we find that the Bank of Korea increases the call rate of interest only when 
inflation rises above a threshold rate.  In addition, we find that the Bank of Korea increases 
the call rate of interest to possibly counter a depreciation of the won or to increase its 
stability, but only when the deprecation exceeds a threshold rate.  The remainder of the 
paper proceeds as follows.  In Section 2, we provide further background discussion of the 
Taylor rule in Korea and discuss some methodological issues.  In Section 3, we develop 
our new IV ECM threshold cointegration test and examine its properties.  In Section 4, we 
present our empirical findings.  In Section 5, we summarize and provide concluding 
remarks. 

 

 
II. Background and Testing Issues 

 
 
We will examine the validity of nonlinear Taylor rules in Korea by estimating new ECM 

threshold cointegration models.  A linear Taylor rule for Korean monetary policy has been 
previously examined in the paper by Hsing and Lee (2004).  The authors utilize linear 
cointegration tests, vector autoregressions (VAR), and impulse response functions with 
quarterly data from 1978-2003.  In addition to the usual right-hand variables of the 
inflation gap, output gap, and lagged interest rate (call rate), they include variables of 
deviation from trend in the Korean-U.S. exchange rate and the standard deviation in 
Korean stock prices from trend.  Trend values are estimated by using Hodrick-Prescott 
(1997) filters.  Prior to estimating the Taylor rule in Korea, the authors perform augmented 
Dickey-Fuller (ADF) unit root tests to determine whether the variables in the model are 
stationary or nonstationary.  They find that the exchange rate gap and stock price gap are 



 The 2007 KDI-KAEA Conference on Enhancing Productivity and Sustaining Growth 

 

204 

stationary variables, while the other variables are nonstationary.  Hsing and Lee (2004) 
next perform cointegration tests using their nonstationary variables and reject the null of no 
cointegration at the 1% level of significance.  The results from their impulse response 
functions provide evidence that a positive increase in the inflation rate leads to a short-run 
increase in the call rate by the central bank.  They additionally find evidence of a short-run 
positive effect on the call rate following an increase in the exchange rate gap (i.e., when the 
won depreciates relative to the dollar).  In the longer-run, the authors find that the call rate 
of interest increases following an increase in the output gap (i.e., when output rises above 
full employment), and when stock prices are above trend. 

While our paper complements the findings of Hsing and Lee (2004), there are several 
important differences.  Most important, we utilize a nonlinear framework in order to 
allow for regime-specific threshold effects that depend on the rate of inflation and other 
variables.  In addition, potential problems noted in the literature about estimating Taylor 
rules remain in their study.  Most notably, Hsing and Lee (2004) omit any stationary 
variables from their cointegration test out of necessity of employing OLS based estimation 
procedures.  In contrast, we include any stationary variables from the model in our IV 
threshold cointegration tests.  It is understandable why, out of necessity, the authors 
omitted important stationary variables from their OLS based cointegration tests.  However, 
it seems difficult to omit important variables from the model for the sake of estimation 
convenience.  An interesting contribution in the work of Hsing and Lee (2004) is to include 
the Korea/U.S. exchange rate in the Taylor rule.  We follow their suggestion and build on 
their paper.  While can hypothesize that including the exchange rate in the Taylor rule is 
less important when examining a large open economy like the U.S., in a small open 
economy with a heavy reliance on international trade it may be important to examine 
reactions of the central bank to exchange rate changes.  To do so, we will consider three 
types of threshold variables in our nonlinear Taylor rule: (1) the rate of inflation; (2) the rate 
of depreciation in the exchange rate; and (3) the rate of economic growth.  We will then 
utilize a nonlinear framework to allow for regime-specific threshold effects that are 
functions of these variables.   

As noted, the literature has been silent in regards to testing the validity of nonlinear 
Taylor rules by using nonlinear cointegration tests.  The question is why?  The answer, 
we expect, lies in the difficulties of finding practical testing methodologies.  To begin, we 
note that standard unit-root and cointegration tests often indicate the absence of a valid 
relationship in the linear Taylor rule.  This might happen since assuming a linear 
data-generating process will lead to lower power in the presence of nonlinear dynamics.  
As such, it is natural to examine nonlinear Taylor rules.  However, despite the growing 
evidence of nonlinear dynamics in many empirical papers, to the best of our knowledge, 
the previous papers that estimate nonlinear Taylor rules have not explicitly examined the 
validity of their estimates by testing for nonlinear cointegration.1 

Regarding the methodology of testing for threshold cointegration, Enders and Siklos 
(2001) initially suggest valid threshold cointegration tests that permit asymmetric 
adjustment in the error correction term.  Their paper might be the first work in the 
literature to provide relevant critical values to test for threshold cointegration.  The 
                                            

1 The one exception is the paper by Enders, Lee, and Strazicich (2007), where the authors examine nonlinear U.S. 
Taylor rules.  We wish to contribute to the literature in this regard, by examining the validity of nonlinear Taylor 
rules in Korea.  As we will explain in more detail, in terms of methodologies our paper complements the work of 
Enders et al. (2007).  The underlying concept of the approach used in this paper is similar to theirs.  However, our 
paper focuses on a different test statistic than is the focus in Enders et al. (2007).  As such, our suggested tests 
provide solutions to the limitations found in previous tests that utilize the ECM type approach 

2 Gonzalo and Pitarakis (2004) propose a procedure to test the presence of threshold effects in nonstationary 
ECM models with or without cointegration.  However, they also do not provide explicit tests for threshold 
cointegration 
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authors adopt the traditional approach of Engle and Granger (1987, EG).  However, their 
tests cannot be applied to the model that includes a stationary variable so we cannot use 
their test to examine the nonlinear Taylor rule.  More recently, another line of threshold 
cointegration test has been considered by Seo (2006) and Li (2006) using the ECM.  
However, these methods utilize OLS type estimation procedures and depend on nuisance 
parameters. 

Our main point of departure from the OLS based tests is to utilize stationary 
instrumental variables (IVs) in the ECM threshold cointegration test.  The OLS based ECM 
threshold cointegration tests have a non-standard distribution that depends on a mixing of 
the Dickey-Fuller type non-standard distribution and the standard normal distribution.  
As a result, the usual non-standard critical values cannot be obtained a priori without 
knowing the weights of the two distributions.  We build on the previous important works 
of Hansen and Seo (2002), Seo (2006), and Enders et al. (2007), among others, and provide 
new solutions.  In particular, we include stationary IVs in the ECM threshold cointegration 
test.  By adopting stationary IVs in our ECM threshold cointegration test, we demonstrate 
that the test statistics will be free of nuisance parameters and have chi-squared or standard 
normal asymptotic distributions in every case.  As a result, the same critical values can be 
used throughout.  Our paper complements the work of Enders et al. (2007), who suggest 
utilizing stationary IVs in autoregressive distributed lag (ADL) threshold cointegration 
tests.  The authors demonstrate that by adopting stationary IVs in ADL threshold 
cointegration tests, the test statistics will be free of nuisance parameters.  Enders et al. 
(2007) utilize their test to estimate nonlinear Taylor rules for the U.S.  We suggest an 
alternative IV threshold cointegration test based on the ECM.  Our IV ECM threshold 
cointegration test is an important contribution, since OLS based ECM tests are increasingly 
popular in the literature but have a disadvantage that they often require bootstrapping. 
 

 
III. New Testing Methodology 

 
 
The question of interest is whether a stable linear or nonlinear Taylor rule does in fact 

exist.  Specifically, given that at least some variables in the Taylor rule are non-stationary, 
it is important to ascertain whether there is a valid cointegration relationship among them.  
Initial examination of our tests reveals little or no support for linear cointegration in 
equation (2).  Testing for cointegration in the Taylor rule, however, incurs a difficulty since 
there is a trivial cointegration relationship among the target interest rate and its lagged 
values.  Given our discussion above, it is quite possible that the Taylor rule should be 
modeled as a nonlinear relationship.  In particular, if a right-hand variable in the model 
exceeds a certain threshold, the central bank will react in a different manner than when the 
variable is below the threshold.  For instance, when the inflation rate is relatively low (less 
than 4%, for example) the central bank may not intervene at all.  In contrast, when 
inflation is relatively high (above 4%, for example), a standard Taylor rule response will 
apply.  This type of nonlinear model can make significant progress towards explaining 
misspecifications in the standard Taylor rule, such as a finding of unreasonably high 
interest rate smoothing that resembles a random walk and/or lack of cointegration.  
However, in order to accurately test the validity of nonlinear Taylor rules requires testing 
procedures not subject to nuisance parameters. 

Balke and Fomby (1997) initially introduced the so-called threshold cointegration test, 
which permits a threshold effect in the long-run adjustment process of the ECM.  The 
authors assume that cointegration exists only within a certain range of deviations from the 
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long-run equilibrium implied by the null, but they did not consider an explicit test for 
threshold cointegration.  Hansen and Seo (2002) suggest a procedure to estimate and test 
for the existence of threshold effects in a vector ECM, but also did not provide an explicit 
test for threshold cointegration.3 We consider models with nonlinearity in the short-run 
dynamics, as demonstrated in the literature on testing for threshold cointegration.  Hansen 
and Seo (2002) and Seo (2006) consider different sets of parameters in two regimes as 
follows 

 
Δxt = c + γ1 It zt-1 + γ2 (1-It) zt-1 + (stationary dynamics) + ut,   (3) 

and define Heaviside indicator functions as 
 

It = 1 if zt-1 > δ and It = 1 if zt-1 ≤ δ      (4a) 

or  
It = 1 if Δzt-1 > δ and It = 1 if Δzt-1 ≤ δ.     (4b) 

While these “level” and “momentum” threshold variables are common in the literature, 
additional threshold indicators can be adopted in the IV ECM threshold cointegration tests 
due to the invariance properties of the test.  For instance, using our test, we can adopt 
additional threshold indicators for inflation rates such as 
 

 It = 1 if πt-1 > τ and It  = 0 if πt-1 ≤ τ.      (4c) 

The threshold indicator in (4c) allows us to model different regimes that depend directly 
on whether inflation is relatively high or low.  We focus on estimating equation (3) and 
utilize versions of (4a) - (4c) to allow for different regimes in our short-run dynamics.  
Note that the number of parameters in the testing equation is smaller for the ECM based 
threshold cointegration tests than the ADL based tests, since the ECM based tests impose 
the common factor restriction (CFR).  When the CFR holds, the ECM based tests are more 
powerful than the ADL based tests, while the reverse will be true when the CFR does not 
hold. 

Our threshold cointegration tests differ from Enders et al. (2007) in that we consider IV 
ECM type tests instead of IV ADL type tests.  Thus, while we follow the corresponding 
framework suggested in Enders et al. (2007) for the IV ADL test, we instead consider the IV 
ECM threshold cointegration test equation (3) with the IVs, 

 
 wt  = zt – zt-m,      (5) 

where m is a finite number and m << T.  From (5), it is clear that wt is stationary since wt 

consists of the stationary variables (zt – zt-m), regardless of whether the system in (3) is 
cointegrated or not.  Specifically, it is simple to demonstrate that wt = (zt-1 –zt -2) + (zt -2 – zt -3) 
+ ... + (zt -m+1 – zt –m) = Δzt -1 + Δzt -2 + ... + Δzt -m+1, where each differenced term is stationary 
even if each individual z is I(1).  The test for threshold cointegration in (3) is performed by 
testing the following hypotheses: 
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 Ho:  γ1 = 0 and γ2 = 0     vs.    H1: at least one of these is not zero. 

 
Rejection of the null hypothesis (Ho) indicates that cointegration is supported in at least 

one regime.  For simplicity, we can rewrite equation (3) as 
 

Δx1t = γ1 It zt-1 + γ2 (1-It) zt-1 + φ1′It qt + φ2′(1-It) qt  + ut,  (6) 

where qt includes the deterministic terms of the constant, lags of Δx1t and Δx2t, and any 
stationary covariates.  We consider the usual t-statistic on γi = 0, i = 1, 2, in (6).  
Alternatively, we can consider the Wald test statistic for the joint hypothesis: 

 
 Wald = (Rθ̂ )′ [ 2

1σ̂ R( z% ′ w% )-1( w% ′ w% )( w% ′ z% )-1R′]-1 (Rθ̂ ),  (7) 

where θi = (γ1, γ2, φ1′, φ2′)′, 2
1σ̂ is the estimated error variance from (3), R  is a selection 

matrix that selects the parameters under the null hypothesis, and r is the number of 
restrictions.  In the expression of (6), we use simplified notations z% and w%  to denote that 
the effect of qt is controlled by using the residuals from the regression of zt on qt or the 
regression of wt on qt.  Letting z = (zm+1, .., zT)′ and q = (qm+1, .., qT)′, we obtain the residuals 
as z%  = Mqz, where Mq is the projection onto the orthogonal space of qt with Mq =  IT-m − 
q(q′q)-1q′.  Similarly, we obtain the residuals w%  = Mqw, where w = (wm+1, .., wT)′.  Then, we 
use w%  with ( tw% I1t, tw% (1-I1t)) as the instruments for z% .  It can be shown that the 
asymptotic distribution of the resulting t-statistic is standard normal and the distribution of 
the Wald statistic is chi-squared. 

Theorem 1.  Suppose that Assumption 1 in Enders, Lee, and Strazicich (2007) holds.  Also, 
suppose that γ1 = γ2 = 0 in the data generating process (3), and the threshold parameter τ is 
consistently estimated or is known a priori.  Then, as T → ∞ , the Wald statistic in (6) follows 

 Wald →  2
rχ , 

and each t-statistic ti on γ1  = 0 or γ2 = 0 has the standard normal distribution 

 ti → Z. 

Proof: See the Appendix. 

In order to conduct the threshold cointegration test, we need to estimate the threshold 
parameter τ.  For this, we adopt a grid search method.  First, we sort the threshold 
variable from the lowest to the highest value and determine the threshold estimate within 
the range of 10 to 90 percentiles of the threshold variable at the value where the sum of 
squared residuals from regression (6) is minimized.  The idea is that the threshold value 
cannot be smaller (greater) than the lowest (highest) value of the threshold variable, and we 
eliminate both end points, which is standard procedure in the literature.  Minimizing the 
sum of squared residuals yields the same consistent estimates of the threshold parameters 
as maximizing the F-statistic on the coefficients that separate two regimes.   
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The threshold parameter is consistently estimated when the coefficients in two regimes 
are different.  The consistency of the threshold parameter is warranted under three 
different cases.  First, different regimes will occur when there is a structural change in the 
level term (c1 ≠ c2), or in any deterministic terms including trend functions.  Second, a 
regime change is evident when the short-run dynamics of Δx1t and Δx2t are different in each 
regime.  Third, the threshold parameter is consistently estimated when the persistent 
parameters are different, such that γ1 ≠ γ2.  It is important to note that our consistency 
results do not hinge solely on the third case of γ1 ≠ γ2.  Instead, we allow for the first two 
cases in addition to the third case.  Thus, our consistency result of the threshold parameter 
can be stronger than a supreme type test statistic that relies solely on the third case.  
Although consistency of the threshold parameter estimate is also maintained in a supreme 
type test as given in the literature, it often requires the assumption that c1 = c2 (the 
coefficients of the level and trend terms) and φ1 = φ2 (the coefficients of short-run dynamics) 
and examines whether γ1 = γ2 or γ1 ≠ γ2.  When the required assumption (c1 = c2 and φ1 = φ2) 
does not hold, the supreme type test involves nuisance parameters and diverges whenever 
c1 ≠ c2 or φ1 ≠ φ2.  In our case, we do not need to employ such a supreme type test, and each 
of the separate restrictions of φ1 = φ2 or γ1 = γ2 is decisively rejected in our analysis of the 
Korean Taylor rule. 

Clearly, our IV based ECM testing strategy differs from the existing OLS based ECM 
threshold tests.  For instance, the OLS based tests do not permit us to examine the testing 
hypothesis described in (3) with (4c), since no asymptotic result is readily available when 
the indicator function is defined differently from the equilibrium error term.  In contrast, 
our threshold classification rules are well tailored to testing the Taylor rule.  This outcome 
is due to the fact that in the OLS based ECM threshold cointegration tests the distribution of 
the test statistic depends on the particular indicator function that is adopted.  As a result, 
new critical values must be simulated, if the relevant asymptotic distributions can be 
possibly developed.  Rather than model the threshold variables solely by the magnitude or 
change of their deviations from the long-run equilibrium, we can adopt other threshold 
variables that may be better suited to the Taylor rule.  As a result, in examining the 
long-run relationship, we hypothesize that the central bank follows the standard Taylor 
rule when inflation is higher than the threshold rate. 

We will consider four different threshold variables as follows: 
 
It = 1 if πt-1 > τ and I1t = 0 otherwise,     (8a) 

It = 1 if (lnet-1 - lnet-2) > τ  and It = 0 otherwise,   (8b) 

It = 1 if |lnet-1 - lnet-2| > τ  and It = 0 otherwise,   (8c) 

It = 1 if lnrealGDPt-1 - lnrealGDPt-2 > τ  and It = 0 otherwise. (8d) 

 
The threshold function described in (8a) is the focus of our paper, and allows for 

different reactions by the monetary authorities depending on whether inflation is above or 
below a threshold rate.  We hypothesize that the Bank of Korea will take stronger action to 
increase the call rate of interest when inflation is above the threshold rate than when 
inflation is below the threshold rate.  Threshold function (8b) allows for a different interest 
rate policy response when the rate of depreciation of the won relative to the U.S. dollar 
exceeds a threshold rate.  Thus, we hypothesize that the Bank of Korea will take action to 
counteract and/or stabilize the value of the won only when the rate of depreciation exceeds 
a threshold rate.  The threshold function in (8c) is similar to (8b), but removes the sign on 
the rate of change in e.  This threshold variable allows for the possibility that the Bank of 
Korea is more concerned with preventing general fluctuations in the exchange rate rather 
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than taking a particular action to prevent the won from depreciating per se.  We 
hypothesize that the Bank of Korea will take action to counteract a change in the exchange 
by changing the call rate, regardless of whether the change is a depreciation or appreciation, 
only when the rate of change exceeds a threshold rate.  The threshold function in (8d) is 
described by the rate of growth of real GDP.  This allows for the possibility that the Bank 
of Korea will respond differently to changing i depending on whether the rate of growth in 
output is above or below the threshold rate.  Thus, we hypothesize that the Bank of Korea 
will increase the call rate of interest only when the rate of growth in real GDP is above a 
threshold rate.  It is important to note that the four threshold functions defined in (8a) – 
(8d) could not be considered in the OLS based ECM threshold cointegration tests without 
adopting a bootstrap procedure.  As previously noted, if some of the variables in the 
Taylor rule are I(0) while others are I(1), then a bootstrap procedure may be problematic. 

A brief explanation is necessary to explain how the lag order m is determined.  The 
procedure to estimate the threshold parameter was discussed in the above.  For the time 
period considered, we obtain the estimated threshold value of τ by minimizing the sum of 
squared residuals in the OLS estimation of the testing regression.  Then, given this 
threshold value, we perform IV estimation using values of m = 2,…, 10.  We select the 
value of m that results in the smallest residual variance.  Using this value of m, we 
re-estimate the threshold value τ.  In this manner m and τ are jointly determined. 
 

 
IV. Empirical Results 

 
 
Our quarterly data on the nominal target call interest rate, inflation rate, output gap, and 

nominal exchange rate (the won price of one U.S. dollar) for 1991-2007 was obtained from 
the web site of the Bank of Korea.  We begin our investigation by testing the linear Taylor 
rule described in (2), including the exchange rate (et) and lagged values of the call rate (it-1 
and it-2).  The results of estimation are displayed in Table 1.  While the sign on the 
coefficient of the inflation rate (πt) is positive in both Model 1 and 2, the coefficient is only 
marginally significant at the 10% level.  The sign on the output gap variable is positive and 
significant at the usual levels.  There is no evidence that the Bank of Korea responds to a 
depreciation of the won by changing the target rate of interest.  We give more credit to 
Model 2, given that the second lag interest rate variable is statistically significant.  Most 
noteworthy, in both Model 1 and 2, is the finding that the coefficient on it-1 is highly 
significant and approximately equal to one.  This is especially true in the more significant 
Model 2.  This finding casts doubt on the validity of the linear Taylor rule, and suggests 
that it behaves as a random walk.  This outcome is further supported when we test for a 
unit root in each of the variables.  The results of performing augmented Dickey-Fuller unit 
root tests are displayed in Table 2.  The results indicate that the call rate of interest (it), 
inflation rate (πt), and exchange rate (et) variables are each nonstationary, while the output 
gap (yt) is stationary. 

The above results suggest a need to perform tests to determine if the variables in the 
linear Taylor rule are cointegrated.  Both EG and Johansen linear cointegration tests were 
performed with results displayed in Tables 3 and 4, respectively.  Results for the EG 
cointegration test are reported with and without the stationary variable yt.  In each case, 
the EG tests cannot reject the null of no cointegration at the usual significance levels.  
Results using the Johansen linear cointegration test omit yt and reject the null of no 
cointegration.  However, as noted, the results from estimating the linear Taylor rule in 
Table 1 indicate little reaction of the target call rate to an increase in the inflation rate, and 
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the coefficient on the lagged interest rate variable suggests that movements in the call rate 
resemble a random walk.  We conclude that there is little support for the linear Taylor rule 
in Korea. 

We next examine results using the IV ECM threshold cointegration test as reported in 
Table 5.  The Q-statistic is provided as a test for serial correlations.  We utilize the four 
different threshold indicators described in (8a) – (8d) noted as Case 1 to 4, respectively.  
We begin by examining our most important model in Case 1, where the threshold variable 
is the rate of inflation.  The results show no support for cointegration in the nonlinear 
Taylor rule for Korea.  However, the results for the other three threshold functions, Case 2 
to 4, reject the null of no cointegration and support a valid threshold cointegration model at 
the 10%, 10%, and 1% levels of significance respectively. 

When using the IV ECM threshold cointegration test, stationary covariates can be 
included in the testing equation to increase power.  While yt is included in the test results 
in Table 5, we wish to consider a further increase in power by including the first 
differenced right-hand variables in the testing equation (i.e., the first-difference inflation 
rate, output gap, and nominal exchange rate).  These conditional IV ECM threshold 
cointegration tests can be undertaken given the invariance to nuisance parameters and the 
assumption of weakly exogenous variables; see Li (2006) for justification on the use of the 
conditional ECM test.  Note that a similar conditional OLS ECM threshold cointegration 
test could not be practically undertaken due to the nuisance parameter problem when 
including stationary variables.  The test results are displayed in Table 6.  In contrast to 
Table 5, the results in Table 6 strongly reject the null of no cointegration in most cases and 
demonstrate stronger support for the validity of a nonlinear Taylor rule in Korea.  Note 
that the first differenced variables act like stationary covariates and increase power in IV 
based tests. 

Given that the IV ECM threshold cointegration tests find significant support for the 
nonlinear Taylor rule in Korea, we wish to examine the individual coefficients of different 
variables in the model.  To estimate the individual coefficients and to compare results, we 
repeat our tests using the IV ADL threshold cointegration test of Enders et al. (2007).  The 
results are displayed in Table 7.  We focus our discussion on Case 1 and 2, since the tests in 
Case 3 and 4 cannot reject the null of no cointegration at the usual significance levels.  The 
results of our most important Case 1 support our earlier expectations regarding the 
inflation rate and monetary policy.  The coefficient on the inflation rate is positive and 
significant only when inflation is above the threshold rate.  These findings support our 
conjecture of nonlinear monetary policy and suggest that the Bank of Korea will increase 
the call rate only when inflation rises above a threshold rate (approximately 4% rate of 
inflation).  In contrast, when inflation is below the threshold rate, the Bank of Korea will 
reduce the call rate of interest.  However, it should be noted that while the negative 
coefficient on the inflation rate variable when inflation is below the threshold is statistically 
significant, its absolute size is much smaller than when inflation is above the threshold rate.  
The coefficient on the output gap variable (yt) is positive and statistically significant 
regardless of the rate of inflation.  While the results for yt when inflation is below the 
threshold rate were not expected, these findings suggest that the Bank of Korea places a 
relatively strong weight on a rising output gap as a signal to increase the call rate regardless 
of the current rate of inflation.   

While the sign on the exchange rate variable is negative when inflation is below the 
threshold rate and positive when inflation is above the threshold rate, the coefficient on the 
exchange rate variable is not significant in either case.  We next examine the results for 
Case 2, where the threshold variable is determined by whether the rate of currency 
depreciation is above or below the threshold rate (approximately 3% rate of depreciation in 
the won relative to the U.S. dollar).  The results in Case 2 suggest that the Bank of Korea 
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will increase interest rates to possibly counter currency depreciation only when the rate of 
depreciation rises above the threshold rate.  In contrast, when the rate of depreciation is 
below the threshold rate, the Bank of Korea lowers the call rate.  While the sign on the 
coefficient of the exchange rate variable is negative and statistically significant when the 
rate of deprecation is below the threshold rate, a possible explanation can be noted here.  
Perhaps the Bank of Korea is concerned about stopping currency deprecation by raising the 
call rate only when the rate of depreciation is relatively large.  However, in more normal 
times the Bank of Korea prefers to keep to the call rate relatively low to keep the value of 
the won lower and encourage exports.  The coefficients on the other variables of the 
inflation rate and exchange rate are not significant in any case at the usual levels.  The 
results in Table 7 for Case 3 and 4 are less interesting, since we cannot reject the null of no 
cointegration in these models and nearly all of the estimated coefficients are insignificantly 
different from zero. 

For the sake of robustness, we examine two additional cases.  We note that the Bank of 
Korea began to adopt a policy of inflation targeting in late 1998.  In this regard, it will be 
interesting to analyze the Taylor rule in Korea using only data from the sub-sample of 1999 
to 2007.  We also utilize data on the target rate of inflation from 1998:3 to 2007:1, which are 
obtained from the web site of the Bank of Korea, and use the target inflation rate as a time 
varying threshold level.5  Since only the time-varying inflation target rates are used, 
threshold parameters are undefined in this analysis. 

An important caveat from using this smaller sub-sample should be noted.  There is a 
significant loss in degrees of freedom.  However, in spite of this, overall, we obtain results 
that confirm our previous findings of valid nonlinear Taylor rule.  In Table 8, we report 
our main results from adopting the inflation targeting sample period of 1999-2007.  The 
results for the target rate of inflation as the threshold variable are similar to those in Table 6.  
Using the sub-sample of 1999-2007, the results for Case 1A reject the null of no 
cointegration at the 5% level of significance and support the validity of a nonlinear Taylor 
rule in Korea.  The estimated threshold rate of inflation is 2.731% from the ECM model 
and 3.566% from the ADL model, respectively, when compared with inflation rates over 
the most recent four quarters.  Note that these threshold rates of inflation are lower than 
the rate of 5.730% found for the whole sample period (Table 6).  This outcome is expected 
given that inflation rates were falling in Korea by the late 1990s.  The results for other 
threshold variables reported in Case 2 to 4 in Table 8 cannot reject the null of no 
cointegration at the usual significance levels, although the rate of depreciation of the won 
nearly rejects the null at the 10% level.  We next consider using the Bank of Korea’s target 
rate of inflation as a time-varying threshold variable.  The results are displayed in Case 1B 
in Table 8.  The results using the target rate of inflation (Case 1B) again reject the null of no 
cointegration in the ADL IV test, and nearly reject the null (p-value = 10.3%) in the ECM IV 
test.  Overall, the results for using the inflation rate threshold variable in the inflation 
targeting sub-sample support those of the whole sample period and provide additional 
evidence of a nonlinear Taylor rule in Korea. 
 

 

 

 

 

                                            
5 We are grateful to an anonymous referee who suggested using the target rate of inflation as a threshold 

variable. 
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V. Conclusion 

 
 
In this paper, we develop new ECM threshold cointegration tests that include stationary 

IVs.  The tests are invariant to nuisance parameters found in the OLS based ECM 
threshold cointegration tests.  As a result, bootstrapping is unnecessary and the same 
critical values can be used throughout.  This is the case regardless of the threshold 
variables adopted, deterministic terms, or inclusion of stationary covariates.  In contrast to 
the OLS based ECM threshold cointegration tests, including stationary covariates in the IV 
ECM threshold cointegration test increases power when the alternative is true while 
leaving asymptotic properties under the null unchanged.  Our testing methodology builds 
on the work of Enders et al. (2007), who find similar invariance properties in IV ADL 
threshold cointegration tests.  We apply the IV ECM threshold cointegration methodology 
to test for threshold cointegration in the nonlinear Taylor rule of Korea.  While previous 
works find evidence of nonlinear monetary policies in different countries, these papers 
seldom test for nonlinear cointegration.  However, if the variables in a nonlinear model are 
nonstationary and not cointegrated, then estimation results can be spurious.  Following 
Enders et al. (2007), we seek to contribute to the literature by providing new procedures to 
test for threshold cointegration in nonlinear models.  Our new methodologies will also 
prove useful in other applications in macroeconomics and related areas.  In addition, we 
note that little work has been undertaken to test for nonlinear monetary policies in newly 
industrializing countries. 

We utilize our new testing procedures to examine and test nonlinear Taylor rules in 
Korea.  In addition to the usual variables of the interest rate, inflation rate, and output gap, 
we follow the suggestion of Hsing and Lee (2004) in the linear case and include the nominal 
Korea/U.S. exchange rate in our nonlinear Taylor rules.  Overall, we find little evidence to 
support the linear Taylor rule in Korea.  In contrast, we find significant support for 
nonlinear Taylor rules with threshold effects.  Four different threshold functions are 
examined.  Most important among our results, we find that the Bank of Korea will 
increase the call rate of interest in response to an increase in inflation only when inflation 
rises above a threshold rate.  In addition, we find that the Bank of Korea increases the call 
rate of interest to possibly counteract depreciation of the won only when the rate of 
depreciation is above a threshold rate. 
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Table 1. Estimates of the Linear Taylor Rule in Korea 

Dependent variable: it Model 1 Model 2 

Constant 
 

-0.399 
(-0.260) 

0.573 
(0.371) 

πt 

  
   0.392  

(1.687) 
0.373 

(1.662) 
yt 

 
   0.233  

(3.359) 
0.185 

(2.636) 
et 

 
   0.130  

(0.102) 
-0.511 

(-0.407) 
it-1 

 

   0.831  
(9.894) 

1.070 
(8.017) 

it-2 

 

 -0.260 
(-2.252) 

Notes: t-statistics are in parentheses. 
 
Table 2. Unit Root Tests of the Taylor Rule Variables 

Variable Rho t-value lags 
it -0.082 -1.888 2 

πt -0.088 -0.790 12 

yt -0.496 -4.561 4 

et -0.080 -1.748 1 
Note: In each case we estimated a model of the general form Δxt = α0 + ρxt-1 + ΣαiΔxt-i + εt. Lag lengths were chosen 
using a maximum lag length (imax) of 12.  If the t-statistic for the last lag was not significant at the 5% level, imax was 
reduced by one and the equation was re-estimated. τµ is the sample value of the t-statistic for the null hypothesis ρ 
= 0. With 50 observations, the critical values at the 10% and 5% significance levels are –2.60 and –2.93, respectively.  

 
Table 3. Engle-Granger Linear Cointegration Tests 

Dependent variable: it Model 1 Model 2 

Constant 
 

5.028 
(2.33) 

4.715 
(1.99) 

πt 

 
2.242 
(10.4) 

2.258 
(10.14) 

yt 
  0.036 

(0.331) 
et 
 

-5.277 
(-3.05) 

-5.030 
(-2.65) 

EG cointegration 
test statistics 

-0.210 
(-1.574) 

-0.300 
(-1.963) 

# of lags 4 12 

Notes: t-statistics are in parentheses. For each sample period, we estimated a potential long-run equilibrium 
relationship of the form it = β0 + β1πt + β2et + ut. The second step was to use the estimated residuals to estimate an 
equation of the form Δet = ρet-1 + ΣαiΔet-1 + vt. With 50 (100) observations, the critical value at the 10% and 5% 
significance levels are –3.31 (−3.09) and –3.46 (−3.40), respectively. 
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Table 4. Johansen Linear Cointegration Tests 
 

Hypothesized Eigen- Trace 5 Percent 1 Percent 

No. of CE(s) value Statistic Critical Value Critical Value 

None ** 0.5263 87.068 47.21 54.46 

At most 1 ** 0.3401 40.738 29.68 35.65 

At most 2 0.1822 14.969 15.41 20.04 

At most 3 0.0394 2.4926 3.76 6.65 

Notes:  *(**) denotes rejection of the null hypothesis of no cointegration at the 5% (1%) level.  Trace test indicates 2 
cointegrating equation(s) at both 5% and 1% levels.  One lag was used in the above result. 
 

 
Table 5. ECM Threshold Cointegration Estimates of the Nonlinear Taylor Rule in Korea 

 

Dependent 
variable: 　it 

Case 1 
πt 

(t-stat) Case 2 
% 

Growth 
Rates of et 

(t-stat) Case 3 
|% Growth 
Rates of et| 

(t-stat) Case 4 
Growth Rates 

of GDP  

(t-stat) 

Itzt-1 0.148 1.17 -0.416 -1.46 -0.986 -2.21 -0.720 -3.29 

(1-It)zt-1 -0.160 -0.52 0.087 1.73 0.043 0.23 0.103 1.46 

Plus 0.199 0.83 -0.658 -1.83 -2.377 -2.18 -3.636 -4.71 

Minus -1.875 -1.83 0.509 0.97 -0.006 -0.02 0.214 1.03 

Q-stat* 30.48 (0.000) 21.488 (0.044) 17.506 (0.177) 23.352 (0.025) 

m 10  10  9  10  

Threshold 
value  

5.084  1.234  0.464  -0.054  

F-statistic 
for 

cointegration* 

1.635 (0.441) 5.116 (0.077) 2.619 (0.083) 12.95 (0.002) 

Notes:  * p-values in parentheses.  Here, It  = 1 if the threshold variable > threshold, and 0 otherwise.
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Table 6. Conditional ECM Threshold Cointegration Estimates of the Nonlinear Taylor Rule in Korea 
 

 
Dependent 

variable: 　it 

 
Case 1 

πt 

 

 
(t-stat) 

 
Case 2 

% Growth 
Rates of et 

 

 
(t-stat) 

 
Case 3 

|% Growth Rates 
of et| 

 
(t-stat) 

 
Case 4 

Growth Rates 
of GDP  

 
(t-stat) 

Itzt-1 -1.684 -7.55 0.066 0.72 -0.220 -1.14 -0.017 -0.12 
(1-It)zt-1 -0.080 -0.46 -0.571 -2.64 -0.877 -1.89 -2.350 -5.38 
It 　πt -1.931 -2.03 -0.005 -0.01 0.746 2.00 0.359 1.03 

(1-It) 　πt 0.539 2.38 0.973 3.89 2.057 2.14 -1.895 -2.90 
It　　yt -2.217 -5.69 -0.056 -0.91 -0.038 -0.58 -0.026 -0.50 

(1-It) 　yt 0.018 0.21 0.149 1.38 -0.088 -0.43 -2.997 -3.57 
It　　et 63.44 3.81 13.94 10.6 10.93 3.78 10.68 5.70 

(1-It)　　et 10.89 5.47 5.134 1.16 -0.264 -0.03 93.56 3.96 
Plus -3.582 -3.36 0.274 1.35 0.058 0.33 0.101 0.66 

Minus -0.007 -0.045 -0.505 -1.84 -1.732 -2.29 -1.364 -1.49 

Q-stat* 10.69 (0.556) 13.30 (0.425) 17.07 (0.196) 15.68 (0.206) 

m 10  9  8  10  
Threshold 

value  
5.730  1.233  0.6458  0.0219  

F-statistic for 
cointegration* 

28.61 (0.000) 7.472 (0.024) 4.874 (0.087) 14.494 (0.000) 

Notes:  * p-values in parentheses.  Here, It  = 1 if the threshold variable > threshold, and 0 otherwise. 
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Table 7.  ADL Threshold Cointegration Estimates of the Nonlinear Taylor Rule in Korea 
 

 
Dependent 

variable: 　it 

 
Case 1 

πt 

 

 
(t-stat) 

 
Case 2 

% Growth 
Rates of et 

 

 
(t-stat) 

 
Case 3 

|% Growth 
Rates of et| 

 
(t-stat) 

 
Case 4 

Growth Rates 
of GDP  

 
(t-stat) 

Itit-1 -0.371 -2.25 0.042 0.25 0.194 1.56 0.070 0.08 
(1-It)it-1 -0.018 -0.10 -0.577 -2.49 -0.184 -0.27 -1.124 -2.94 

It πt-1 0.968 1.97 -0.074 -0.15 -0.410 -1.33 -0.131 -0.09 
(1-It) πt-1 -0.191 -2.51 0.742 1.54 0.098 0.06 5.703 2.17 

Ityt-1 0.395 3.08 0.157 0.40 0.064 0.56 0.151 0.77 
(1-It) yt-1 0.148 3.41 0.079 1.17 0.296 2.32 0.295 1.22 

Itet-1 -3.185 -1.61 2.979 1.99 -2.336 -0.60 0.164 0.03 
(1-It)et-1 1.522 0.87 -7.259 -3.59 -2.405 -0.51 82.110 -2.07 

Plus 1.847 0.77 -3.692 -1.76 2.660 0.62 -0.102 -0.02 
Minus -1.113 -0.51 8.878 4.01 3.408 0.90 85.695 2.08 

Q-stat* 23.751 (0.069) 50.18 (0.001) 19.450 (0.194) 23.509 (0.052) 

m 4  3  2  9  
Threshold 

value 
4.0877  3.0064  0.6458  0.0219  

F-statistic for 
cointegration* 

3.301 (0.045) 3.109 (0.053) 1.825 (0.161) 4.336 (0.298) 

Notes:  * p-values in parentheses.  Here, It  = 1 if the threshold variable > threshold, and 0 otherwise.
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Table 8. Additional Test Results on the Nonlinear Taylor Rule in Korea 
 

  
Case 1 

πt 

 

 
Case 2 

% Growth Rates 
of et 

 
Case 3 

|% Growth 
Rates of et| 

 

 
Case 4 

Growth Rates 
of GDP 

 
A. Sub-sample (1998:3 – 2007:1) is used  

 
 
1.  ECM Tests 

    

Threshold 
value 

2.731 -1.572 1.328 0.046 

F-statistic for 
cointegration* 

3.214 
(0.042) 

1.930 
(0.239) 

0.954 
(0.437) 

1.575 
(0.207) 

 
2.  ADL Tests 

    

Threshold 
value 

3.566 1.327 3.690 0.034 

F-statistic for 
cointegration* 

6.486 
(0.009) 

1.215 
(0.324) 

3.690 
(0.100) 

0.375 
(0.693) 

 
B. Inflation Target Rates are used (1998:3 – 2007:1) 

 
 
1.  ECM Test 

    

F-statistic for 
cointegration* 

2.558 
(0.103) 

n.a. n.a. n.a. 

 
2.  ADL Test 

    

F-statistic for 
cointegration* 

36.43 
(0.000) 

n.a. n.a. n.a. 

Notes:  * p-values in parentheses.   
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Appendix. Proof of Theorem 1. 

 
 

We wish to prove Theorem 1 and show that the asymptotic distribution of the IV ECM 
test for threshold cointegration is chi-square.  Our proof is an extension of the proofs in 
Enders, Im, and Lee (2005) and Enders, Lee, and Strazicich (2007).  The difference is that in 
the present paper the error correction term (ECM) is instrumented by stationary 
instrumental variables rather than lagged nonstationary variables in a nonlinear model 
setting.  First, we consider a sample splitting regression 

 
 xt = θ1 ft + v1t, nt 　 τ  

                            (A.1) 
 xt = θ2 ft + v2t, nt 　 τ. 

 
We define an indicator function dt(τ) = { nt 　 τ }, where dt(τ) = 1 if nt 　 τ and dt(τ) = 0 

otherwise.  We define f1t* = ft dt(τ) and f2t* = ft (1-dt(τ)).  Then, we can rewrite (A.1) as 
 

 xt = θ1 f1t* + θ2 f2t* + vt.     (A.2) 

 
We let θ = (θ1′, θ2′)′ and ft* = ( f1t*, f2t*).  For instance, for the regression of the conditional 

ECM, we have  
xt = 　rt,    f1t* = dt(γ) (zt-1, 　ft, lags of 　ft), and    f2t* = (1-dt(γ))(zt-1, 　ft, lags of 　ft),          
where zt-1 is the error correction term.  Therefore, we have Δft = (Δπt, Δyt, Δet) in our 
application to the Korean nonlinear Taylor rule.  Further, we can include I(0) regressors st 
in f1t* and f2t* as stationary covariates. 

We assume that εt, t = 1,..,∞, is an iid process with mean zero, variance σ2, and finite 

fourth moment.  Define a partial sum process S[rT] = Σ
rT
j=1εj with r∈[0,1] and ξt = εt-1 + .. + εt-m, 

where m is a finite positive integer.  Then, following Enders, Im, and Lee (2005) we show 
that 

 

T-1 　
T
t=1St-1εt 　　　　　σ　[W(1)2 – 1]    (A.3) 

T-1/2 　
T
t=1ξtεt 　　 mσ　W(1)     (A.4) 

T-1 　
T
t=1ξt 2 　　mσ　.      (A.5) 

The proof is found in the above reference.  Letting F = { f1*, f2*, …, fT*} with ft* = ( f1t*, f2t*), 
we can easily expect that the moment matrix F′F is a diagonal matrix, since E(f1t*f2t*) = 0.  
Also, we define 

 

 BT = ∑
t=1

T

 wt* at - ∑
t=1

T

 wt* ft(0) [　 ∑
t=1

T

 ft(0)　 ft(0)]-1 ∑
t=1

T

  ft(0) at   (A.6) 
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 CT = ∑
t=1

T

 wt* 2 - ∑
t=1

T

 wt ft(0) [　 ∑
t=1

T

 ft(0)　 ft(0)]-1 ∑
t=1

T

  ft(0) wt*.  (A.7) 

Then, as shown in the above reference, it is straightforward to obtain the following 
results 

 

 
 1 

 T
 BT  　 m σ　W(1)    (A.8) 

 
 1 
 T CT  　 m σ　.     (A.9) 

Then, by collecting the results in (A.8) and (A.9), we can show that 

 tγ1  = 
γ^1iv

 s(γ^1iv)
   = 

 1 

 T
 BT 

 σ^ 
 1 

 T
 CT 

 = W(1) ~ N(0,1). 

tγ2 can be obtained in a similar manner.  The distribution of the Wald statistic on the 
joint hypothesis is given as the sum of the square of the above t-statistics.  Then, the 
distribution of the Wald statistic is chi-square, since the sum of standard normal random 
variables has the chi-square distribution with degree of freedom equal to the number of 
restrictions.  This completes the proof. 
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Comments on “ECM threshold Co-integration Tests 
and Nonlinear Monetary Policy in Korea” 

 
 

Jaejoon Lee,  
Korea Development Institute 

 
 
 
 
This thesis makes a meaningful attempt of applying and suggesting new methodology 

of Threshold Co-integration to measure and evaluate monetary policy.  
○ In particular, the method of Taylor Rule, commonly used in the analysis of monetary 

policy, goes off the premise of stable time series to bring serious problem to 
estimation, when there is a change in policy system or structure. This thesis implies 
that such distinctive phenomenon can be caught with the concept of Threshold.  

     
This thesis is excellent in terms of appropriateness of theme, methodology, and analysis 

coordination, but there are some detailed parts requiring additional explanation. 
 
Problem of “ nuisance parameter”  
○ As pointed out in the thesis, threshold value is a “ nuisance parameter,’  which 

plays a critical role in estimation and approval of threshold regression. It also has 
significant meaning in interpretation.  

○ However, the text premises only that threshold value is “ constantly estimated,”  
and later in its application, the text fails to provide enough explanation of estimation 
method.  

 
Interpretational problem of threshold value 
○ Also, according to assumption result, threshold value suggests about 4% inflation 

rate, but for a considerable time until recently, inflation rate of Korea has remained 
below 4% (for the past six and half years, there was only one that CPI inflation 
exceeded 4%). If assumption result is correct, the Bank of Korea (BOK) would have 
continued to decrease overnight policy rate, which is not true.  

○ Such inconsistency seems to result from discrepancy between BOK’ s inflation 
target and estimated threshold. Additional explanation is needed regarding this. 

○ Referee recommends that author use BOK’ s inflation target as threshold value.  
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Abstract 
 
 
 

The ethics of tax evasion has been discussed sporadically in the theological and 
philosophical literature for at least 500 years. Martin Crowe wrote a doctoral thesis that 
reviewed much of that literature in 1944. The debate revolved around about 15 issues. Over 
the centuries, three main views evolved on the topic. But the public finance literature has 
paid scant attention to this issue, perhaps because of the belief that tax evasion is always 
unethical. 

This paper examines the tax evasion ethics data for Korea, Japan and China that was 
gathered as part of a much larger study on human beliefs and values. Country comparisons 
were made as well as comparisons based on gender, age, education, religion and marital 
status to determine whether views on tax evasion differ based on those demographics.  

Some conclusions that can be drawn from the present study are:  
● All groups were strongly opposed to tax evasion. This finding conflicts with other 

studies on the ethics of tax evasion.  
● The sample population from Japan tended to be more strongly opposed to tax evasion 

than were the sample populations from the other two countries. Japanese women were 
significantly more opposed to tax evasion than were Japanese men. That could not be 
said of the samples from China and Korea. 

● People tend to become more opposed to tax evasion as they get older. This could be 
because older people have more respect for government and the rule of law than do 
younger people.  

                                            
* Department of Economics, Tufts University, Medford, MA 02155. Tel: 617--627-3662, Fax: 617-627-3917, E-mail: 

sunghyun.kim@tufts.edu. 
* Department of Economics, Tufts University, Medford, MA 02155. Tel: 617--627-3662, Fax: 617-627-3917, E-mail: 

sunghyun.kim@tufts.edu. 
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● People also tend to be less opposed to tax evasion as their level of education increases. 
This could be because the more educated people are, the less they feel that they have 
an absolute obligation to pay the state whatever it demands in taxes.  

● Buddhists and atheists/agnostics tend to be more opposed to tax evasion than do 
Christians.  

● As to the reason for the strong opposition to tax evasion, the duty to God rationale is 
perhaps the weakest rationale, since a significant portion of the sample did not espouse 
any religious conviction. The duty to the state rationale is likely a more powerful 
influence, since the populations of these Asian countries are generally perceived to 
give a great deal of deference to the state. The duty to fellow citizens probably also 
accounts for a portion of the strong opposition to tax evasion, especially in the case of 
Japan.  

 
 

I. Introduction 
 
 
Although tax evasion has been discussed extensively in the economics and public 

finance literature, little has been said about it from the perspective of ethics. There are some 
exceptions. Martin Crowe (1944), a Catholic priest, conducted an extensive review of 500 
years worth of the religious and philosophical literature on the ethics of tax evasion. More 
recently McGee (1998a) published an edited book on the subject and Torgler (2003) 
published a doctoral dissertation on tax morale, a portion of which investigated ethical 
aspects of tax evasion. 

Several studies have been done from various religious perspectives, including 
Christianity (Gronbacher, 1998; Pennock, 1998), Judaism (Cohn, 1998; McGee & Cohn, 2006; 
Tamari, 1998), Islam (McGee, 1998b; Murtuza & Ghazanfar, 1998), Baha’i (DeMoville, 1998) 
and Mormon (McGee & Smith, 2006; Smith & Kimball, 1998). If one were to summarize 
these studies in a single sentence it would be that Jews, Baha’is and Mormons are strongly 
opposed to tax evasion, whereas Christians and Muslims are more flexible on the topic.  

Some theoretical country studies have also been done. Ballas and Tsoukas (1998) discuss 
tax evasion and government corruption in Greece. Morales (1998) reports on the ethics of 
tax evasion from a Mexican perspective and concludes that the duty to one’s family at times 
supersedes one’s duty to the state. Preobragenskaya and McGee (2004) and Vaguine (1998) 
examine tax evasion in Russia. Smatrakalev (1998) discusses tax evasion in Bulgaria. These 
studies all conclude that there is a widespread feeling that tax evasion is ethically justifiable 
in at least some circumstances, a conclusion that corresponds closely to that reflected in the 
Christian literature that Crowe (1944) discussed in his research. 

Some empirical studies and surveys have been conducted to determine the views on tax 
evasion in several countries. McGee (1999) conducted a survey to determine why tax 
evasion is so prevalent in Armenia. A more recent study looked at tax evasion in Armenia 
in more depth (McGee & Maranjyan, 2006). Country studies have also been conducted for 
Argentina (McGee & Rossi, 2006), Bosnia (McGee, Basic & Tyler, 2006), China (McGee & An, 
2006: McGee & Guo, 2006), Germany (McGee, Nickerson & Fees, 2006), Guatemala (McGee 
& Lingle, 2005), Hong Kong (McGee & Ho, 2006), Macau (McGee, Noronha & Tyler, 2006), 
Taiwan (McGee & Andres, 2007), Poland (McGee & Bernal, 2006), Romania (McGee, 2006a) 
and Slovakia (McGee & Tusan, 2006).  

If one were to summarize these studies in a single sentence it would be that most people 
find tax evasion to be ethical in some situations, although some arguments to justify tax 
evasion are stronger than others. These studies generally found that there are three basic 
positions on the ethics of tax evasion – it is never ethical, sometimes ethical or always 
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ethical, although support for the always ethical position was the weakest of the three. These 
three positions are discussed in depth by McGee (2006b). 

 
 
II. The Present Study  

 
 
1. Methodology  

 
The present study used a methodology that is different from those of the other empirical 

studies mentioned above. It uses data that were collected as part of a much larger study of 
human beliefs and values. The Human Beliefs and Values Surveys (Inglehart et al. 2004) 
collected responses to hundreds of questions from 200,000 people in 81 societies 
representing 85 percent of the world’s population. The data collected are a gold mine for 
social science researchers. However, the method of collection could be criticized. The 
interviews were face to face, which introduces a bias, since people might have different 
answers to some questions if they could answer anonymously.  But even with this bias it is 
possible to examine certain relationships.  

Studies have examined the relationship between ethical behavior and other factors such 
as gender and age. The present study examines these variables in order to determine 
whether these factors have any relationship to opinions on the ethics of tax evasion.  

Comparing the findings in the Human Beliefs and Values Surveys to the various tax 
evasion surveys cited above would not yield many useful conclusions, for several reasons. 
For one, different groups were surveyed. The Human Beliefs and Values Surveys gathered 
the views of a wider demographic, with widely varying age, education and income, 
whereas the various tax evasion studies gathered data from university students, who are 
younger, poorer and more educated than the general population.  

Another reason why any comparison between the two groups of studies would not 
yield any strong conclusions is because of the different ways in which the data were 
gathered. The various tax evasion surveys gathered data anonymously whereas the Human 
Beliefs and Values surveys gathered data by face to face interviews. Individuals might be 
less likely to admit they find little or nothing wrong with tax evasion if some stranger is 
asking them the question face to face. That might explain why the Human Beliefs and 
Values Survey scores for Slovakia show that Slovaks are strongly opposed to tax evasion 
whereas the McGee and Tusan (2006) survey of Slovakia revealed just the opposite.  

The question used in the Human Beliefs and Values surveys was as follows: 
“Please tell me for each of the following statements whether you think it can always be 

justified, never be justified, or something in between: Cheating on taxes if you have a 
chance.” (Inglehart et al, 2004, Table F116).  

 
The scale on the survey was from 1 to 10 where 1 represents “never justifiable” and 10 

represents “always justifiable.” 
 

2. Findings  
 
The findings are summarized in Table 1. The most popular response by far for all three 

countries was the belief that tax evasion is never justifiable. The Japanese sample had the 
highest percentage (83.5%) response for that position but all three countries had responses 
for the “never justifiable” position well above seventy percent.  
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Table 1. Overall Scores 

(1 = never justifiable; 10 = always justifiable) 
 

    

Score China 

% 

Japan 

% 

Korea 

% 

    

1 77.1 83.5 74.7 

    

2 11.7 6.2 11.6 

    

3 3.6 4.0 6.1 

    

4 1.2 1.5 2.1 

    

5 3.6 2.4 2.8 

    

6 0.9 0.7 1.0 

    

7 0.4 0.1 0.5 

    

8 0.5 0.3 0.3 

    

9 0.1 0.2 0.3 

    

10 1.0 1.2 0.7 

    

Sample Size 985 1312 1199 

    

Mean 1.57 1.46 1.59 
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Chart 1. Shows the relative responses for the never justifiable position graphically.  
 

Chart 1 "Never Justifiable" 
Response %
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The mean scores appeared to be basically the same – 1.57 for China, 1.46 for Japan and 

1.59 for Korea. All three means hovered between 1.46 and 1.59 which, on a scale from 1 to 
10, does not seem like much of a difference. However, Wilcoxon tests revealed that some 
differences were significant, as Table 2 shows. 

 
Table 2. Comparison of Overall Mean Scores  
 

 p 
value 

  
China vs. Japan 0.01057 

  
China vs. Korea 0.3436 

  
Japan vs. Korea 0.0002312 

 
Wilcoxon tests found that the Japanese sample was significantly more opposed to tax 

evasion than were the Chinese or Koreans. However, since all three mean scores were 
significantly less than 2.0 on a scale from 1.0 to 10.0, it could also be concluded that all three 
groups believed that tax evasion was never, or almost never justifiable. 

The findings in the present study confirm those found in similar studies of Asian 
countries (McGee, 2006c), Vietnam (McGee, 2006d) and thirty-three countries from several 
continents (McGee & Tyler, 2007) that used the Human Beliefs and Values survey data. 
However, the present findings conflict with tax evasion studies of China (McGee & An, 
2006; McGee & Guo, 2006), Hong Kong (McGee & Ho, 2006), Macau (McGee, Noronha & 
Tyler, 2006) and Taiwan (McGee & Andres, 2007). Those studies found that there was 
widespread acceptance of tax evasion. 

The difference in findings can perhaps be explained by the methodology. In the other 
studies an anonymous survey instrument was used, whereas the data gathered in the 
Human Beliefs and Values surveys were gathered in face-to-face interviews. Another 
difference was the make-up of the groups surveyed. In the other studies of Chinese 
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populations the groups surveyed consisted of university students, who were mostly under 
age 25. The sample in the present survey consisted of a wider range of ages. 

 
3. Gender 

 
Many studies have been conducted that compare ethical attitudes of men and women. 

Some studies found that women are more ethical than men (Akaah, 1989; Boyd, 1981; 
Hoffman, 1998) while other studies found that there is not a significant difference between 
the ethics of men and women (Browning & Zabriskie, 1983; Harris, 1990; Nyaw & Ng, 1994). 
Some studies found that men are more ethical than women (Barnett & Karson, 1987; Weeks 
et al., 1999). This study examines the Inglehart et al. (2004) data to determine whether one 
gender was more opposed to tax evasion than the other.  

Table 3 compares the scores for all three sample populations by gender. By far the most 
frequent response for all six groups was the never justifiable option. All mean scores were 
significantly below 2.0. 

As the mean scores show, Chinese men were more opposed to tax evasion than were 
Chinese women. But women in the other two groups were more opposed to tax evasion 
than were the men in those groups.  

 
Table 3. Scores by Gender 

(1 = never justifiable; 10 = always justifiable) 
       

Score China % Japan % Korea % 
 Male Female Male Female Male Female 
       
1 77.6 76.5 80.2 86.5 72.4 77.1 
       
2 11.8 11.6 7.0 5.5 12.9 10.3 
       
3 3.0 4.1 4.7 3.3 6.5 5.7 
       
4 1.2 1.2 2.1 1.0 2.0 2.2 
       
5 3.7 3.4 2.8 2.0 3.1 2.5 
       
6 1.0 0.8 0.8 0.6 1.3 0.7 
       
7 0.6 0.2 0.0 0.1 1.0 0.0 
       
8 0.4 0.6 0.5 0.1 0.5 0.0 
       
9 0.2 0.0 0.2 0.1 0.2 0.3 
       

10 0.4 1.6 1.8 0.7 0.2 1.2 
       

Sample Size 492 493 615 697 604 595 
       

Mean 1.53 1.61 1.59 1.35 1.63 1.55 
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The male-female differences were not significant for the Chinese group (p <= 0.7215) or 
the Korean group (p <= 0.1567). However, Japanese women were significantly more 
opposed to tax evasion than were Japanese men (p <= 0.04061).  

 
Chart 2. Shows the relative mean scores for all six groups. 
 

Chart 2 Means by Gender
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4. Age 
 
Some studies have found that people have more respect for government and for 

authority as they get older (Alm & Torgler, 2004; McGee & Tyler, 2007). This study tests this 
assumption by comparing the scores for the three age groups that the Human Beliefs and 
Values surveys gathered. 

Tables 4, 5 and 6 show that mean scores declined with age, meaning that people became 
more opposed to tax evasion as they got older.  
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Table 4. Scores by Age – China 
(1 = never justifiable; 10 = always justifiable) 

    

Score 15-29 
% 

30-49 
% 

50+ 
% 

    

1 70.5 78.1 80.1 
    
2 16.1 10.6 10.6 
    
3 2.1 4.4 2.7 
    
4 1.6 1.2 0.9 
    
5 6.2 3.0 2.7 
    
6 1.6 0.7 0.9 
    
7 1.0 0.2 0.4 
    
8 0.0 0.5 0.9 
    
9 0.5 0.0 0.0 
    

10 0.5 1.2 0.9 
    

Sample Size 193 566 226 
    

Mean 1.73 1.55 1.50 
    

 

Table 5. Scores by Age – Japan 
(1 = never justifiable; 10 = always justifiable) 

    

Score 15-29 
 % 

30-49 
% 

50+ 
% 

    
1 74.0 82.6 88.5 
    

2 8.3 7.5 4.1 
    

3 7.9 4;6 1.8 
    

4 4.1 1.0 0.9 
    

5 3.3 2.2 2.1 
    

6 1.2 0.8 0.4 
    

7 0.4 0.0 0.0 
    

8 0.8 0.0 0.4 
    

9 0.0 0.2 0.2 
    

10 0.0 1.2 1.8 
    

Sample Size 242 505 565 
    

Mean 1.64 1.45 1.40 
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Table 6. Scores by Age – Korea 
(1 = never justifiable; 10 = always justifiable) 

    

Score 15-29 
% 

30-49 
% 

50+ 
% 

    
1 71.2 74.6 79.0 
    
2 10.9 11.6 12.4 
    
3 8.0 6.6 2.6 
    
4 2.9 1.8 1.9 
    
5 3.2 3.2 1.5 
    
6 1.6 0.5 1.5 
    
7 1.0 0.5 0.0 
    
8 0.0 0.2 0.7 
    
9 0.6 0.2 0.0 
    

10 0.6 0.8 0.4 
    

Sample Size 313 619 267 
    

Mean 1.73 1.58 1.45 
    

 
 
Table 7 shows the significance of the various differences. 

 
Table 7. Significance of Differences by Age  
    

 15-29 
vs. 

30-49 

15-29 
vs. 
50+ 

30-49 
vs. 
50+ 

    
China 0.138 0.1043 0.6488 

    
Japan 0.04647 0.001445 0.1152 

    
Korea 0.3091 0.06648 0.2499 

    
 
The most significant difference in each case was the difference between the youngest 

and oldest group. The Wilcoxon tests found that people do become more significantly 
opposed to tax evasion as they get older, a finding that confirms other studies (Alm & 
Torgler, 2004; McGee & Tyler, 2007).  
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Chart 3 compares the mean scores for the three countries for each category. As can be 
seen, in the total scheme of things, there is not much difference among the three countries, 
although statistical tests conclude that some statistical differences are significant. The mean 
scores are declining in each case, indicating that support for tax evasion declines with age. 
But support is low for all categories. 

 

Chart 3 Mean Scores by Age
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5. Education 

 
A study of tax evasion opinion in Vietnam found that the most highly educated group 

was somewhat less opposed to tax evasion than were the other two groups (McGee, 2006d). 
A study of tax evasion in 33 countries found that opposition to tax evasion eroded as the 
level of education rose (McGee & Tyler, 2006). Thus, it was thought that testing for a 
relationship between education and the extent of opposition to tax evasion would be 
worthwhile. 

Tables 8-11 show the percentage of the samples that chose each score. The categories for 
education were compiled as follows: 

Lower  
Inadequately completed elementary education, or 
Completed (compulsory) elementary education, or 
(Compulsory) elementary education and basic vocational qualification  
Middle  
Secondary, intermediate vocational qualification, or 
Secondary, intermediate qualification, or 
Full secondary, maturity level certificate 
Upper  
Higher education – lower-level tertiary certificate, or 
Higher education – upper-level tertiary certificate 
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Table 8. Responses by Education – China, Japan and Korea Combined 
(1 = never justifiable; 10 = always justifiable)  

     

  Education Level 
Score Overall Lower Middle Upper 

 % % % % 
     

1 78.7 82.9 79.4 73.9 
     

2 9.6 10.1 9.0 10.7 
     

3 4.6 1.7 4.7 6.6 
     

4 1.6 0.9 1.7 2.1 
     

5 2.9 2.7 2.6 3.5 
     

6 0.9 0.7 0.6 1.6 
     

7 0.3 0.0 0.4 0.4 
     

8 0.3 0.2 0.3 0.2 
     

9 0.2 0.2 0.2 0.1 
     

10 1.0 0.7 1.1 1.0 
     

Mean 1.54 1.39 1.53 1.66 
     

Sample 
Size 

3454 585 2045 824 

     
Comparisons p value  

     
Lower vs. Middle 0.144 *** 

     
Lower vs. Upper 0.004398 * 

     
Middle vs. Upper 0.04193 ** 

     

Significant at the 1% level 
** Significant at the 5% level 
*** Significant at the 15% level 

 

     
 
 

As is seen in Table 8, opposition to tax evasion for the three countries combined 
deteriorates somewhat as the level of education increases. The differences become more 
significant as one leaves the lower level of education. However, the mean score for the 
highest level of education is substantially less than 2.0 on a scale of 1.0 to 10.00, which 
indicates that even at the highest level of education there is significant opposition to tax 
evasion. 
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Table 9. Responses by Education – China 
(1 = never justifiable; 10 = always justifiable)  

     

  Education Level 

Score Overall Lower Middle Upper 

 % % % % 

     

1 77.1 81.0 74.7 69.8 

     

2 11.7 12.8 10.8 11.6 

     

3 3.6 2.2 4.5 4.7 

     

4 1.2 0.7 1.5 2.3 

     

5 3.6 2.0 4.7 4.7 

     

6 0.9 0.5 0.7 7.0 

     

7 0.4 0.0 0.7 0.0 

     

8 0.5 0.2 0.7 0.0 

     

9 0.1 0.0 0.2 0.0 

     

10 1.0 0.5 1.5 0.0 

     

Mean 1.57 1.36 1.71 1.81 

     

Sample 

Size 

985 405 537 43 

     

Comparisons p value  

     

Lower vs. Middle 0.04566 * 

     

Lower vs. Upper 0.1588 ** 

     

Middle vs. Upper 0.564  
     

* Significant at the 5% level 
** Significant at the 16% level 
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The means for the education categories in the China sample increased with the level of 
education, meaning that opposition to tax evasion declined somewhat as level of education 
increased. However, things must be put in perspective. All three means were substantially 
less than 2.0 on a scale from 1.0 to 10.0. The difference was most significant as education 
level increased from lower to middle. One might expect that the difference would be even 
more significant for the comparison of lower to upper, since the mean scores for those two 
groups were farther apart than the mean scores for the lower and middle categories. The 
lower level of significance might be explained by the smaller sample size for the upper 
category. The same explanation can be given for the comparison of the middle and upper 
education categories. 

Table 10 shows the comparisons for the Japanese sample. 
 
Table 10. Responses by Education - Japan 

(1 = never justifiable; 10 = always justifiable)  
  Education Level 

Score Overall Lower Middle Upper 
 % % % % 
     
1 83.5 85.4 84.7 78.6 
     
2 6.2 1.5 5.4 9.4 
     
3 4.0 0.0 4.3 5.0 
     
4 1.5 0.8 1.6 1.6 
     
5 2.4 5.4 2.1 1.9 
     
6 0.7 0.8 0.4 1.6 
     
7 0.1 0.0 0.1 0.0 
     
8 0.3 0.0 0.1 0.3 
     
9 0.2 0.8 0.1 0.0 
     

10 1.2 0.8 1.2 1.6 
     

Mean 1.46 1.44 1.42 1.56 
     

Sample Size 1270 124 828 318 
     

Comparisons p value  
     

Lower vs. Middle 0.4587  
     

Lower vs. Upper 0.1068 * 
     
Middle vs. Upper 0.1265 * 
* Significant at the 15% level   

 

The mean for the Japanese sample dipped slightly from the lower to middle category, 
then jumped somewhat from the middle to the upper category. From the statistics one 
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might conclude that opposition to tax evasion became somewhat weaker as the level of 
education increased.  

Table 11 shows the results for the Korean sample. 
 

Table 11. Responses by Education - Korea 
(1 = never justifiable; 10 = always justifiable)  

    

  Education Level 
Score Overall Lower Middle Upper 

 % % % % 
     

1 74.7 82.1 76.6 71.1 
     

2 11.6 8.9 11.9 11.4 
     

3 6.1 1.8 5.3 7.8 
     

4 2.1 1.8 1.9 2.4 
     

5 2.8 1.8 1.8 4.5 
     

6 1.0 1.8 0.9 1.1 
     

7 0.5 0.0 0.4 0.6 
     

8 0.3 0.0 0.3 0.2 
     

9 0.3 0.0 0.3 0.2 
     

10 0.7 1.8 0.6 0.6 
     

Mean 1.59 1.50 1.52 1.71 
     

Sample Size 1199 56 680 463 
     

Comparisons p value  
     

Lower vs. Middle 0.5229  
     
Lower vs. Upper 0.1737  
     
Middle vs. Upper 0.06714 * 
* Significant at the 10% level 

 

The mean score for the Korean sample increased slightly at first, then jumped by nearly 
two-tenths of a point. The findings indicate that the opinion toward tax evasion does not 
change from the lower to middle education group but does change significantly from the 
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middle to upper education group. At first these findings seem inconsistent, since the mean 
score for the lower group is lower than for the middle group. However, this seeming 
inconsistency can be explained by the much smaller sample size for the lower category.  

Chart 4 shows the comparisons by level of education. As can be seen, although the trend 
is rising as the level of education increases, all groups are at the lower end of the score 
spectrum.  

 

Chart 4 Mean Scores by Education
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6. Religion  

 
Some theoretical studies have examined what the religious literature has to say about 

tax evasion. Studies of the Jewish (Cohn, 1998; Tamari, 1998), Baha’i (DeMoville, 1998) and 
Mormon (Smith & Kimball, 1998) religions indicate strong opposition to tax evasion. 
Christians (Crowe, 1944; Pennock, 1998; Gronbacher, 1998) and Muslims (McGee, 1998b) 
were less rigid on the issue. Empirical studies of Mormon (McGee & Smith, 2006) and 
Jewish (McGee & Cohn, 2006) opinion also found strong opposition to tax evasion, 
although the opposition was not as strong as the religious literature would suggest. No 
theoretical or empirical studies could be found that address the issue of tax evasion under 
Buddhism, which is one of the major religions in Asia. Thus, there was a need to examine 
the views of Buddhists on this issue.  

Luckily, the Human Beliefs and Values surveys (Inglehart et al., 2004) collected this 
information. Although many religions were included in the sample, the only religions 
examined in the present study were those that had a sample size of more than 30. The 
results are analyzed in Table 12.  
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Table 12. Responses by Religion 
(1 = never justifiable; 10 = always justifiable)  

     

Score Buddhist Protestant Roman 
Catholic 

Not 
Applicable 

 % % % % 
     
1 81.7 73.9 71.2 78.6 
     
2 6.7 9.9 17.2 10.6 
     
3 4.7 7.1 2.7 4.1 
     
4 1.1 4.0 3.8 1.3 
     
5 2.9 1.9 1.6 3.0 
     
6 1.0 0.9 2.2 0.6 
     
7 0.1 0.9 0.0 0.3 
     
8 0.0 0.6 0.5 0.4 
     
9 0.1 0.3 0.0 0.2 
     

10 1.6 0.3 0.5 0.9 
     

Mean 1.52 1.64 1.60 1.52 
     

Sample Size 728 322 184 2042 
     
   p 

value 
 

     
 Buddhist vs. Protestant 0.0518 ** 
     
 Buddhist vs. Roman Catholic 0.04958 * 
     
 NA vs. Protestant 0.1465 *** 
     
 NA vs. Roman Catholic 0.13 *** 
     
 Protestant vs. Roman Catholic 0.7699  

* Significant at the 5% level 
** Significant at the 10% level 
*** Significant at the 15% level 

    
 

One category was not applicable. Presumably that means atheist or agnostic. However, 
the Inglehart et al. study (2004) did not say what was included in that category, so we can 
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only speculate. What is interesting is that the mean scores for Buddhists and the Not 
Applicable group were identical, which might lead one to conclude that Buddhists and 
atheists share the same opinion when it comes to tax evasion.  

The means for Protestants and Roman Catholics were somewhat higher than the means 
for Buddhists and Not Applicable, indicating that Protestant and Catholic opposition to tax 
evasion was not as strong as opposition by Buddhists and atheists/agnostics. However, all 
means were substantially less than 2.0 on a scale from 1.0 to 10.0, indicating strong 
opposition to tax evasion by all groups.  

One might think that the p values for the Buddhist comparisons with Protestants and 
Catholics might be identical to the p values for the NA comparisons with Protestants and 
Catholics. But such was not the case. These differences might be explained by the different 
composition or score distributions in the various samples. Although the means might be 
identical, if the distributions are not identical, it is reasonable to expect that the p values 
would also not be identical.  

 
Chart 5. shows the comparative mean scores. 

Chart 5 Mean Scores by Religion
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7. Marital Status  
 
The Human Beliefs and Values survey collected data by marital status. Table 13 

analyzes that data.  
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Table 13. Responses by Marital Status 
(1 = never justifiable; 10 = always justifiable)  

 
 

Score 
 

Married 
 

Divorced 
 

Widowed 
 

Single/ Never married 
 % % % % 
     

1 79.8 91.8 89.8 72.2 
     

2 9.5 3.3 3.1 11.4 
     

3 4.2 1.6 0.0 7.1 
     

4 1.5 0.0 1.0 2.6 
     

5 2.7 1.6 1.0 3.2 
     

6 0.6 0.0 1.0 1.7 
     

7 0.3 0.0 0.0 0.6 
     

8 0.3 0.0 1.0 0.3 
     

9 0.1 0.0 0.0 0.5 
     

10 1.0 1.6 3.1 0.3 
     

Mean 1.50 1.28 1.50 1.67 
     

Sample 
Size 

2629 61 98 647 

     
   p 

value 
 

     
Married vs. Divorced 0.1143 *** 
     
Married vs. Single/Never Married 0.002058 * 
     
Divorced vs. Single/Never Married 0.01226 ** 
     
Widowed vs. Divorced 0.8165  
     
Widowed vs. Single/Never Married 0.00852 * 
* Significant at the 1% level 
** Significant at the 5% level 
*** Significant at the 15% level 
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As can be seen, the means for the married and widowed categories are identical at 1.50. 
The strongest opposition to tax evasion was for the divorced group. The least opposition to 
tax evasion occurred in the single/never married group. An analysis of the data concludes 
that divorced people tend to be more significantly opposed to tax evasion that most other 
groups, although the difference was smallest between the divorced and widowed groups. 
The single/never married group was significantly less opposed to tax evasion than were 
the other groups. However, since the sample means for all groups were significantly less 
than 2.0 on a scale of 1.0 to 10.00, one could also conclude that no group was strongly in 
favor of tax evasion. 

 
Chart 6 compares the means for each group. 
 

Chart 6 Mean Scores by Marital Status
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8. Concluding Comments  

 
The strongest conclusion that can be drawn from the present study is that all groups 

were strongly opposed to tax evasion. This finding conflicts with other studies on the ethics 
of tax evasion. The differing conclusions might be due to the different methodologies that 
were used in those other studies. Anonymous survey data might tend to produce different 
results than data gathered in face-to-face interviews. Studies that were done using the same 
data set and the same methodology as the present study had results that were similar to the 
present study.  

The sample population from Japan tended to be more strongly opposed to tax evasion 
than were the sample populations from the other two countries. But the populations 
sampled in all three countries were nevertheless strongly opposed to tax evasion. 
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The gender comparison was less definitive in its conclusions. The strongest conclusion 
that could be made was that Japanese women were significantly more opposed to tax 
evasion than were Japanese men. That could not be said of the samples from China and 
Korea. Further research is needed to determine why the Japanese sample is different in this 
regard. 

Another conclusion that can be drawn from the study is that people tend to become 
more opposed to tax evasion as they get older. This could be because older people have 
more respect for government and the rule of law than do younger people. The studies 
mentioned above that compared age with respect for authority found this correlation, so 
the present study confirms the findings of those other studies.  

People also tend to be less opposed to tax evasion as their level of education increases. 
This could be because the more educated people are, the less they feel that they have an 
absolute obligation to pay the state whatever it demands in taxes. There could also be an 
income effect at work. The more educated people are, the more income they make, as a 
general rule. As income increases, perhaps the feeling that there is an obligation to give that 
income to the government decreases.  

In the category of religion, the survey found that Buddhists and atheists/agnostics tend 
to be more opposed to tax evasion than do Christians. More research is needed to 
determine the reason for this significant difference. The survey also found that marital 
status can make a difference. More research is needed to determine why these differences 
exist. However, space does not permit a full analysis of these points.  

Although opposition to tax evasion was strong, it could not be determined from the 
data the reason for the strong opposition. The three reasons given in another study (Cohn 
1998) were duty to God, duty to the state and duty to other taxpayers. The duty to God 
rationale is perhaps the weakest rationale in the present study, since a significant portion of 
the sample did not espouse any religious conviction. However, this rationale might be 
important for a significant subset of the sample.  

The duty to the state rationale is likely a more powerful influence, since the populations 
of these Asian countries are generally perceived to give a great deal of deference to the state. 
The duty to fellow citizens probably also accounts for a portion of the strong opposition to 
tax evasion, especially in the case of Japan. The Japanese culture places strong emphasis on 
consensus. There is a strong feeling that the group is more important than the individual. 
This belief might partially explain why the Japanese sample was more strongly opposed to 
tax evasion than were the samples from Korea and China. However, concern for fellow 
citizens is a trait that is present in the Chinese and Korean cultures as well, and the mean 
score for all three countries was significantly below 2.0.  

In order to determine the reasons for the strong opposition to tax evasion it would be 
necessary to ask the sample populations the reasons for their responses. The Inglehart et al. 
study (2004) did not do this, probably because doing so would have made the study more 
cumbersome. That study asked hundreds of questions on a wide range of issues. Asking 
reasons for each response would have greatly increased the cost of the study. The only way 
to determine the rationale for the various responses would be to ask respondents why they 
chose the answers they did. Doing this will require another study. 
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Abstract 
 
 

This paper analyzes welfare effects of revenue neutral tax reform using a small open 
economy dynamic general equilibrium model.  We apply this model to the Korean data 
and examine welfare effects of various tax reforms; removal of capital income tax and/or 
labor income tax financed by consumption tax. We investigate both long run equilibrium 
and transitional dynamics. The results suggest that there are sizable welfare gains (1-3% of 
lifetime consumption) when factor income taxes are replaced by consumption tax. Overall 
gains are generated by long run gains despite short run welfare losses. However, there is 
welfare loss when capital income tax is replaced by labor income tax. 
 

JEL classification: E6 
Key Words: tax reform, revenue neutral, Korea, welfare. 
 
 
 
I. Introduction 
 

 
One of the key policy questions in macroeconomics is the optimal tax structure. In 

particular, many economists have analyzed welfare effects of tax reforms (Lucas 1990, 
Greenwood and Huffman 1991) such as a removal of capital income tax replaced by 
consumption tax.1 

These studies showed that the removal of capital income tax reduces distortions in the 
production sector and increases investment, which results in substantial welfare gains.  
While most studies on this subject used closed economy model, Mendoza and Tesar (1998) 
used a two country setup and examined how welfare consequences of tax reforms change 
when countries can trade in world capital markets.  They showed that the possibility of 
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sunghyun.kim@tufts.edu. 
1 See, for example, Jorgenson and Yun (2001), Auerbach and Hassett (2005), and Feldstein (2006). 
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international borrowing and lending can provide larger welfare gains from tax reform in 
the expense of foreign countries, compared to the closed economy case. 

 This paper investigates welfare effects of potential tax reforms using a small open 
economy model calibrated to the Korean data.  The model exhibits unique characteristics 
of a small open economy with large trade sectors such as Korea.  Government implements 
revenue neutral tax policy reforms using three types of tax instruments---labor income tax, 
capital income tax, and consumption tax.  In particular, I examine dynamic welfare effects 
of capital income tax reform; a reduction in capital income tax rate compensated by an 
increase in other tax rates in the economy such as consumption or labor income taxes.  I 
also experiment with a reduction in labor income tax replaced by consumption tax.  First, I 
calculate the exact magnitude of changes in consumption tax rates that can satisfy 
intertemporal government budget constraint under the tax reform.  Then, we simulate the 
model to trace the optimal responses of the main macroeconomic variables over time to 
such tax reforms and provide quantitative assessment of welfare effects of such tax reforms.  
Eventually, this paper can provide policy implications on the optimal tax design problem in 
Korea. 

 While the tax reform issues have been rigorously debated in policy circles, only a few 
studies have examined the impact of fiscal reform programs using an open economy 
dynamic multi-good general equilibrium model.  Most existing models in tax literature are 
limited to static partial equilibrium models and unable to reflect efficiency gains associated 
with accumulation of capital.  This is a particularly important issue since capital income 
tax affects transitional dynamics pertaining to the implementation period of a reform 
program.  Moreover, international trade in financial assets has not been considered in 
previous models despite that it is crucial to consider international borrowing and lending 
channel to analyze a small open economy such as Korea. 

 Simulation results show that revenue neutral capital income tax reform generates 
sizable welfare gains (1.4% increase in lifetime consumption) when lost revenue is financed 
by consumption tax.  However, when capital income tax is replaced by labor income tax, 
overall welfare slightly decreases.  Negative effects of an increase in labor income tax 
exceed positive effects of capital income tax removal. Removal of labor income tax financed 
by consumption tax generates similar welfare gains (1.4%), while the removal of both 
capital and labor income taxes (financed by consumption tax) generates large welfare gains 
(about 3% of lifetime consumption). 

 The rest of this paper is organized as follows.  Section 2 introduces model with 
consumers, firms and government.  Section 3 explains solution method adopted in this 
paper, in particular shooting algorithm.  Section 4 describes model parameters and 
calibration for the simulation exercises.  Section 5 presents the main results of the paper 
including welfare analysis and impulse responses of main macro variables to various tax 
policy combinations.  Section 6 concludes the paper. 

 
 
II. Model 

 
 
We construct a dynamic general equilibrium model applied to a small open economy 

that captures the main structural characteristics of developing countries.  This model 
provides a laboratory environment in which we can conduct computational experiments to 
evaluate the welfare implications of various combinations of tax policies. 

The model allows the interaction of households, firms and government.  Households 
consume three goods---exportable, importable and nontraded goods---and supply labor 
and capital to firms.  Their labor income and capital income are subject to tax and the 
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households also pay tax for their consumption.  The model incorporates both current 
account and capital account transactions by allowing households to borrow and lend in 
international financial markets using one-period risk-free bonds (incomplete financial 
markets).  Firms use labor and capital to produce nontraded and exportable goods.  We 
assume that capital good that is used to produce exportable good is imported, while capital 
for the production of nontraded good is domestically produced.  The government must 
finance an exogenous stream of expenditures through domestic taxes. 

 
2.1. Consumer 

 
Two production sectors exist in domestic economy: exportable good sector (x) and 

nontraded good sector (n), while consumers consume an additional imported good (m).  
We reduce the multi-good problem into a single good problem by using composite 
commodities.  Price of composite consumption good c (consists of consumption of good 
x,n, and m) is p (which can be interpreted as CPI and real exchange rate since pm is a 
numeraire). 

A representative consumer solves 
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where Bt denotes the quantity of discount bonds purchased in period t maturing in t+1, Rt 
is the bond price, Tt is the net transfers from governments in a lump-sum fashion, and τ is 
tax rates (τl= labor income tax, τnk= tax on capital income from nontraded sector, τxk = tax on 
capital income from exportable sector, and τc = consumption tax).  Bt is the international 
bonds and therefore denotes the net quantity purchased irrespective of the issuing country.  
Note that bonds are priced in terms of import goods and net transfers are in terms of 
nontraded goods.  Investment tax credit is incorporated in the budget constraint. All the 
prices are normalized in terms of import goods (pm)--which means that px is price of export 
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good in terms of import good---the terms of trade---and pn is price of nontraded good in 
terms of import good.  Note that ixt, kxt, and vt are imported goods with price pm. 

Composite good ct consists of consumption on three goods, cm, cn, and cx as follows: 
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Total expenditure on consumption can be expressed as the sum of expenditure on each 
good: 
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where pt is the price of composite good ct.   
Maximizing (5) subject to (6) yields an equilibrium expression for relative demand for 

each consumption good and the price of the composite consumption good: 
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2.2. Firms 
 
Production functions for nontraded and exportable goods are 
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No profit conditions are 
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where v denotes the imported intermediate good used to produce export good.  Ant and 
Axt are defined as productivity in production function which is assumed to be constant at 
one in this deterministic model. 
 
2.3. Government 

 
Government budget constraint is 
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where Gm and Gn are exogenous government spending on imported and nontraded goods, 
respectively. Tt is net lump-sum transfers (denominated in nontraded goods) to the 
consumers. 

We can combine the government's budget constraint with the consumer's budget 
constraint and construct the two simplified aggregate budget constraints for nontraded and 
traded sectors as follows: 
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III. Solution Method 
 
 
The exercise that we are interested in this paper is to derive conditional changes in welfare 

(between pre- and post-reform states) and to derive transitional paths of main economic 
variables.  First, we combine all first order conditions for consumers, firms and government 
and construct a large system of nonlinear equations. We can calculate the analytical solutions 
for the steady states in the pre-reform state.  In order to derive solutions of this dynamic 
system, we employ a linear approximation method around the deterministic steady state 
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because these types of nonlinear equation system cannot be solved analytically.  However, 
linearization around the initial steady state can generate large approximation errors because 
new tax rates change the steady states and the model economy evolves away from the initial 
steady state. Therefore, we need to linearize around the new steady states.  However, we do 
not know the new steady state value of asset holdings because of indeterminacy that arises in 
the incomplete market models with bonds.2   

In order to control this problem, we adopt the shooting algorithm as in Mendoza and 
Tesar (1998) and calculate the appropriate value for the post-reform steady state asset 
holding position that is consistent with the debt-accumulation dynamics of the pre-reform 
equilibrium.3  Detailed algorithm is as follows. We first assume that the post-reform 
steady state value of bond holding is equal to initial value and linearize the model around 
the post-reform steady state. Then, we undertake the policy experiment and simulate the 
model for 2500 periods, and calculate the new bond holding that is consistent with 
debt-accumulation dynamics. We update the post-reform steady state bond holding with 
this value and repeat this algorithm until bond holding converges to a fixed point. 

Fiscally responsible tax reform assumes that when one tax rate changes, government 
changes other tax rates to maintain intertemporal government budget constraint. We hold 
government spending and lump-sum transfers constant at the pre-reform level. In order to 
calculate the appropriate amount of tax rate changes that satisfy intertemporal government 
budget constraint, we adopt the second shooting algorithm. The algorithm checks whether 
the intertemporal budget constraint holds at a given asset holding position and tax rates. If 
not, the algorithm updates the appropriate changes in tax rates. We assume that the 
government life span is 200 quarters (50 years) to simulate the intertemporal budget 
constraint. Finally, we combine the two shooting algorithms to ensure that both tax rate 
and long run bond holding positions are consistent with the model solution. 

 
 
IV. Calibration 

 
 
 We calibrate the parameter and steady state values of the economy by adopting 

commonly used values for developing countries in the literature. In the benchmark 
experiments, we use the following parameter values, reported in the Table 1. We fix the 
value of β at 0.96 to match the annual steady state world real interest rate of 4%. The share 
of consumption in Cobb-Douglas utility, θ, is set at 0.34. The value of risk aversion 
parameter σ is equal to 2.61 which is the estimate from the panel study by Ostry and 
Reinhart (1992). 

 Shares parameters (bm, bn, bx) in the CES form consumption function are set to match 
the actual consumption shares in the data. The data show that the consumption share of 
export good is 11%, import good share is 21% and the nontraded good share is 68%.4   The 
value of γ (inverse of the elasticity of substitution in the aggregate consumption) is set at 
0.782 which is very close to the value used by Obstfeld and Rogoff (2001). 

 We set the depreciation rate at 13% for both production sectors, which is estimated by 
the Bank of Korea and also within a range of commonly used values in the literature. The 
elasticity of the marginal adjustment cost function η of the exportable and nontraded 
sectors is set to 3, to match the volatility of investment in the data. Labor share in the export 
                                            

2 Refer to Kim and Kose (2003) for the analysis of nonstationarity and linearization issues. 
3 In Mendoza and Tesar (1998), they use the shooting algorithm to study the effects of various types of tax policy 

combinations. We use the same shooting logic for our simulation. 
4 We take the averages of the consumption shares between 1985 and 1996. Details of how we construct the 

sectoral production and employment data are reported in Kim and Ahn (2004). 
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good production ω is set at 0.2. Others have used numbers ranging from 0.12 to 0.45 
(Kouparitsas, 1997). Share of capital against the imported intermediate good m is set at 0.55 
(Kose, 2002). Elasticity of substitution between capital and imported intermediate good ψ is 
set at 1.35 following Kose (2002). Capital share in the non-traded good sector, α, is set at 0.7. 
This number is set rather high compared to other studies in order to match the tax revenue 
structure in Korea. Data shows that tax revenue from consumption, labor income and 
capital income taxes are 35%, 40%, 25%, respectively. The current .parameter values match 
this tax revenue structure. 

 Measuring aggregate tax rates is a complex and difficult task and there is little 
consensus on effective tax rate measures. Mendoza et al. (1994) calculated effective tax rates 
for G-7 countries by dividing actual tax payments by corresponding national accounts. 
These effective tax rates reflect government policies on tax credits, deductions, and 
exemptions as well as information on statutory tax rates. Moreover, they are consistent 
with the concept of aggregate tax rates at the national level and with the assumption of 
representative agents.5  In this paper, we follow the method in Mendoza et al. (1994) and 
calculate the aggregate effective tax rates of Korea. Data are taken from the 2004 National 
Income Accounts and Revenue Statistics by the OECD. 

 The effective consumption tax rate is measured by dividing actual consumption tax 
payment (general taxes on goods and services + excise taxes + import duties) by pre-tax 
value of consumption (private final consumption expenditure + government final 
consumption expenditure -- compensation of government employees - consumption tax 
payment). One problem in measuring labor and capital income tax rates is that the 
government does not provide a breakdown of income tax revenue according to its sources, 
whether it is from labor or capital income. Therefore, we first measure general income tax 
rate of the household assuming that all sources of the household income are taxed at the 
same rate. Household's overall income is estimated by taking the sum of wages and salaries, 
operating surplus and net property income of the households. We can calculate the 
effective income tax rate by dividing household income tax revenue by the overall 
household income, which is around 10.7% in 2004. Labor income tax rate can be calculated 
by dividing total labor income tax payment (income tax rate multiplied by wage and 
salaries + all social security contributions) by the tax base (wage and salaries + employer's 
social security contributions + payroll taxes). Capital income tax payment is the sum of all 
corporate tax payments (including taxes on immovable properties and financial and capital 
transactions). Tax base is operating surplus of all corporations. We can calculate the 
effective capital income tax rate by dividing tax payment by tax base. 

Table 2 reports the properties of tax rates of Korea in comparison to G-7 countries. 
Effective tax rates in Korea (in 2004) are 17.5%, 16.1% and 21.8% for consumption, labor and 
capital income tax, respectively. We use these values for the steady state tax rates (τc, τl and 
τk) in the model economy. Average tax rate for consumption in Korea is higher than G-7 
countries, while both labor and income tax rates are much higher in G-7 countries (G-7 
averages are 36% and 38%, respectively) than in Korea. Note that G-7 data are from 1996, so 
the tax rates can be lower in 2004 in these countries. 

We set the ratio of government expenditure in nontraded and imported goods at 13.5% of 
output. This number is derived by dividing total government spending by GDP in 2004. With 
given tax rates and government spending, the model generates the steady state aggregate 
transfers to the households at minus 1.6% of GDP. We use this number for the steady state 
value of T. Initial asset holding position (which is a free parameter) is set to zero.  px is set to 
one (in the small open economy, price of exportable good is exogenously determined). 

 
                                            

5 These estimates, however, can be sensitive to cyclical factors and shocks to tax revenues and bases. 
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V. The Effects of Tax Reforms 

 
 
Tax reform in this paper is defined as the reduction in capital income tax rate and/or 

labor income tax rate. We analyze various levels of reduction; complete removal of capital 
and/or labor income tax, and reduction of tax rates to 10%. Since capital income tax is 
levied on capital in both export good and nontraded good productions and capital in 
exportable goods sector is imported, a uniform reduction in capital income tax in both 
sectors have complicated effects on the model economy. We assume that governments 
balance their intertemporal budget constraint by changing tax rates permanently. In other 
words, we only consider time-invariant one-time changes in tax rates. In particular, each 
tax reform in capital and labor income taxes is accompanied by changes in consumption tax 
rate. As a benchmark case, we analyze the tax reform financed by lump-sum taxes, which 
enable us to isolate the effects of tax reform from the effects of changes in other tax rates. 

We first solve the pre-reform benchmark model to derive steady state values of the 
economy. Then, we use the double shooting algorithm to derive the necessary changes in 
tax rates to satisfy intertemporal government budget constraint after the tax reform. Table 3 
reports the results. In case of a complete reduction in capital income taxes in both sectors, if 
the reform is financed by consumption tax, the new consumption tax rate should be 28.6%. 
If it is financed by labor income tax, the new tax rate should be 29% (an increase from 16.1% 
in the pre-reform state). When labor income tax is reduced to zero, consumption tax rate 
should increase to 30.7% in order to satisfy the intertemporal government budget constraint. 
When both capital and labor income taxes are reduced to zero, the new consumption tax 
rate should be 42.8%. When the tax rates are reduced to 10%, necessary changes in other tax 
rates are less than the amounts in the case of a complete removal. 

With this newly calculated tax rates, we analyze dynamic responses of the economy to 
the tax reform. We compare both changes in steady states and transitional dynamics. 
Following Lucas (1987), the welfare effect of the reform is measured as a constant 
percentage change in consumption that leaves the consumer indifferent between the 
lifetime utility in pre- and post-reform including the transitional periods (labor input is 
fixed at the pre-reform steady state). We further decompose welfare effects into long-run 
effects and transitional effects. Long run welfare effects measure differences in the life time 
utility in pre- and post-reform steady states, while transitional effects (or short-run effects) 
measure changes of welfare during the transitional periods from pre-reform to post-reform 
steady state equilibrium. 

 
5.1. Comparison of welfare effects 

 
Table 4 summarizes welfare effects of different combinations of tax rate changes. This 

section explains the table by comparing welfare gains of various tax policies, while the next 
section examines impulse responses of main macro variables to find out driving forces of 
these welfare results. The followings are four main results regarding welfare gains. 

 

(1) Revenue neutral capital income tax reform (complete removal) generates sizable 
welfare gains when lost revenue is financed by consumption tax (1.4% increase in 
lifetime consumption). However, when lost revenue is financed by an increase in 
labor income tax, welfare gains become negative (a loss of 0.44 % of lifetime 
consumption). 
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(2) A complete removal of labor income tax financed by an increase in consumption tax 
generates a similar amount of welfare gains as in the case of capital tax reform (1.4%).6  
When both capital and labor income taxes are removed (financed by an increase in 
consumption tax), welfare gains become large (2.95% increase in lifetime 
consumption). 

(3) All these gains in tax reforms financed by consumption tax are less than half of 
potential gains when lost revenue is recovered by lump sum taxes. 

(4) In all cases, overall welfare gains consist of transitional welfare loss and large long run 
welfare gains. 

 
5.2. Dynamics of welfare gains 

 
In this section, we analyze the dynamic effects of various combinations of tax reforms; a 

removal of capital income tax, a removal of labor income tax, and a removal of both capital 
and labor income taxes financed by lump sum tax, consumption tax or labor income tax. 
Table 5 presents impact effects and long run effects of various tax reforms for each tax 
reform reported in table 4 (total seven cases). We analyze the effects of tax reforms on 
sectoral variables (output, consumption, wage, labor, investment, capital in each sector), 
aggregate variables (national income account items) and various external and internal 
balances (trade balance, tax revenue, fiscal balance). 

We first analyze the case when capital income tax is replaced by lump sum tax. 
Responses of the sectoral variables match intuitive explanations. Without capital income 
tax, price of capital in the economy (rx and rn) decreases in the long run. Therefore, 
investment (and capital) in both exportable and nontraded sectors increases on impact 
(11-12%) and in the long run (26-43%). In the long run, factor inputs, output, consumption 
in all sectors increase. In exportable sector, there is a high level of substitution between 
labor and capital, and the production uses more capital and less labor on impact. In the 
nontraded sector, labor and capital inputs are complementary and both inputs increase on 
impact. Aggregate consumption, investment and output all increase in both short and long 
runs. Trade balance initially worsens as imports decrease less than a decrease in exports in 
the short run but it improves into surplus in the long run. This is because exportable sector 
capital is imported and a reduction in capital income tax prompts more import of this 
capital good. Tax revenue and fiscal balance initially decrease as capital income tax is 
removed, but they become positive as the economy grows. 

When lost revenue is financed by consumption tax, an increase in consumption tax 
depresses an increase in consumption in both short run and long run, which results in 
much less welfare gains in both short and long run compared to the lump sum tax 
financing. Output and factor inputs in both sectors increase much less now. Optimal 
amount of leisure is higher now (both short and long run) as consumption becomes more 
expensive due to a tax hike. 

We can observe dramatic changes in impulse responses when government finances 
removal of capital income tax with labor income tax. Government should increase labor 
income tax from 16.1% to 29%. Post-reform overall welfare now decreases by 0.44%. 
Negative effects of an increase in labor income tax exceed positive effects of capital tax 
removal. This is because capital stocks change from the second period (investment from the 

                                            
6 The case of capital income tax financing is not analyzed because the model generates an explosive path for 

optimal solution under the current parameter values. 
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first period) but labor income tax changes labor input from the first period of the tax reform. 
Therefore, the effects of labor income tax hike dominate the first period's welfare. We can 
see this in the effects on labor input on impact; 15% and 4% decreases on impact in x and n 
sectors. Aggregate consumption decreases by large amounts in both short and long runs. 
On the other hand, the amount of leisure increases in both short and long runs, because 
people have less incentive to provide labor due to an increase in tax and the relative price of 
leisure becomes cheaper. 

Next, we analyze the tax reform that removes labor income tax financed by lump sum 
or consumption tax. Removal of labor income tax (financed by either lump sum or 
consumption tax) does not change long run prices (including wages and rental rates). This 
is because there is no change in the intertemporal optimization conditions in the production 
sector. Both labor and consumption taxes work through intratemporal optimality 
conditions only. Wages decrease on impact because more labor is available due to labor 
income tax cut. Removal of labor income tax decreases the amount of leisure (agents now 
work harder) on impact and in the long run. Factor inputs, output and consumption (in 
both sectoral and aggregate data) increase. Financing by consumption tax decreases the 
magnitude of changes in all variables, compared to the case of lump sum tax financing. 

The last two panels in table 5 show the case when both capital and labor income taxes 
are removed (financed by lump sum or consumption tax). Significant welfare gains are 
observed; 6.37% gain in lifetime consumption with lump sum tax financing and almost 3% 
gains with consumption tax financing. Directions of changes in most variables are all in the 
same line as expected. 
 
5.3. Sensitivity Analysis 

 
In this section, I change some key parameter values and examine how the main welfare 

results change. Results are reported in Table 6. I focus on the case of a complete removal of 
both capital and labor income taxes financed by an increase in consumption tax. First, I 
lower the depreciation rate in investment in both sectors to 7% (from 13%). Necessary 
changes in consumption tax rate (41%) are similar to the benchmark case (42.8%), while 
overall welfare gains increase from 2.95% to 4.36% of permanent consumption. This is due 
to a large increase in long run welfare gains. Low depreciation rates increase the persistence 
of capital accumulation and magnify the permanent effects of capital income tax cut. On the 
other hand, an increase in elasticity of marginal adjustment cost function (η=6 from 3) does 
not change the results much.  This is because η mostly affects the volatility of investment, 
not the first order dynamics. 

An increase in the share of labor income in export sector (μ=0.4 from 0.2) slightly lowers 
welfare gains to 2.29%, because capital income tax cut now has less positive effects with a 
larger labor share in production.  Lowering capital income share in the nontraded sector 
(α=0.5 from 0.7) lowers overall welfare (2.45%) due to the same reason. 

 
 
VI. Conclusion 

 
 
In this paper, we develop an intertemporal optimization model that is calibrated to the 

Korean economy and provide quantitative analysis on the effects of revenue neutral tax 
reforms (removal of capital and/or labor income taxes financed by an increase in 
consumption tax). The results show that such reforms can bring sizable welfare gains to the 
economy (1 - 3 percent increase in lifetime consumption). Since consumption tax is the least 
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distortionary tax policy tool compared to factor income taxes, it is natural to observe 
welfare gains when the factor income taxes are replaced by consumption tax. These results, 
however, can change when economic structures change. For example, the results may 
change when capital in exportable sector domestically produced.  There are several 
possible extensions of this paper; what are the effects of international capital market 
restrictions on the welfare effects of tax reform? What happens if there are collection costs 
in domestic taxes? This model and solution method can be easily applied to a specific 
country and provide realistic and quantitative welfare implications of various types of 
fiscal policies. 
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Table 1. Parameters and steady state values of the model 
 

Parameter Description Parameter Values 
Preferences   

　 Discount factor, annual 0.96 
　 Coefficient of relative risk aversion 2.61 
　 Share of consumption in utility function 0.34 
　 Inverse of elasticity of substitution 0.78 
bm Weight of importable goods (in consumption) 0.21 

bx Weight of exportable goods (in consumption) 0.11 

bn Weight of nontraded goods (in consumption) 0.68 

Technology   

Exportable Goods Sector  
μ Share of labor income 0.20 
　 Coefficient of intratemporal elasticity of substitution 1.35 
m Weight of capital input in the CES composite 0.55 
　x Depreciation rate, annual 0.13 

　x Elasticity of marginal adjustment cost function 3 

Nontraded Goods Sector  
α Share of capital income 0.70 

　n Depreciation rate, annual 0.13 

　n Elasticity of marginal adjustment cost function 3 

Other steady state values  
gm Government expenditure in importables (ratio of  pxyx) 13.5% 
gn Government expenditure in nontradables (ratio of  yn) 13.5% 

T Net transfers (ratio of y)  
nx Net exports (ratio of  y) 0 
px Price of exportable good (index) 1 

Tax rates   
　c  Consumption tax 17.5% 
　l  Labor income tax 16.1% 

　kx  Capital income tax in exportable sector 21.8% 
　kn  Capital income tax in nontraded sector 21.8% 
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Table 2. Comparison of effective tax rates of selected OECD countries 
(percentage points) 

Country Consumption tax Labor income tax Capital income tax 

Canada 10.37 32.63 50.66 

France 15.97 50.08 26.11 

Germany 16.40 42.38 23.91 

Italy 14.72 49.77 33.86 

Japan 6.00 27.44 42.61 

UK 15.25 24.41 47.17 

US 5.47 27.73 39.62 

average 12.02 36.35 37.71 

        

Korea 17.50 16.10 21.80 
Note: Reported tax rates are constructed by the method in Mendoza et al. (1994). Korean data are from 2004 and 
based on the OECD Revenue Statistics and National Accounts.  Other OECD countries' data are from 1996 and 
taken from the updated version of Mendoza et al. (1994). 
 

Table 3. Calculating necessary changes in tax rates to maintain intertemporal government 
budget constraints 

(reducing capital income tax)  

τkx, τkn  Consumption tax Labor income tax 

21.8% 17.5% 16.1% 

10% 23.5% 23.3% 

0 28.6% 29.0% 

   

(reducing labor income tax)  

τl  Consumption tax  

16.1% 17.5%  

10% 22.5%  

0 30.7%  

   

(reducing both capital and labor income tax) 

τk, τl  Consumption tax  

  17.5%  

10% 28.7%  

0 42.8%  
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Table 4. Welfare gains from tax reform 
(percentage increase in lifetime consumption) 

(removing capital income tax)   

  Lump-sum tax C-tax L-tax 

transitional gains -1.05 -0.81 -0.57 

long run gains 4.40 2.21 0.13 

overall gains 3.35 1.40 -0.44 

    

(removing labor income tax)   

  Lump-sum tax C-tax  

transitional gains -0.32 -0.13  

long run gains 3.45 1.52  

overall gains 3.13 1.39  

    

(removing both capital and labor income tax)  

  Lump-sum tax C-tax  

transitional gains -1.40 -1.00  

long run gains 7.77 3.95  

overall gains 6.37 2.95  

Note: C-tax: consumption tax, L-tax: Labor income tax 
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Table 5. Dynamic Effects of Tax Reform 

CASE 1. No capital income tax (　k=0) 

 Financed by C-tax Financed by L-tax 
Welfare 

Financed by lump-sum 
transfers (C-tax: 17.5% to 28.6%) (L-tax 16.1% to 29%) 

Transitional 
Steady state 
Net change 

-1.05 
4.40 
3.35 

-0.81 
2.21 
1.40 

-0.57 
0.13 
-0.44 

       

 impact long-run impact long-run impact long-run 
Sectoral variables (percentage changes)     

yx -4.26 35.55 -4.79 25.34 -5.16 16.75 
yn 3.23 17.59 0.93 11.90 -0.94 7.29 
cx 12.80 7.34 4.78 0.40 -1.75 -5.22 
cm 12.80 7.34 4.78 0.40 -1.75 -5.22 
cn -6.09 13.16 -8.69 5.85 -10.85 -0.08 
hx -12.28 21.25 -13.70 12.12 -14.70 4.43 
hn 7.78 0.93 1.19 -3.95 -4.17 -7.91 
wx 9.88 11.79 10.67 11.79 11.29 11.79 
wn -5.62 16.51 -1.15 16.51 2.83 16.51 
ix 12.12 43.32 8.06 32.53 4.91 23.44 
in 10.92 25.55 8.16 19.48 5.96 14.55 
kx 0.00 43.32 0.00 32.53 0.00 23.44 
kn 0.00 25.55 0.00 19.48 0.00 14.55 
rx -5.39 -6.34 -5.78 -6.34 -6.09 -6.34 
rn 1.29 -6.34 -0.25 -6.34 -1.63 -6.34 
v -3.71 36.53 -4.18 26.25 -4.51 17.60 
p 8.70 -2.78 6.62 -2.78 4.72 -2.78 

pn 12.54 -4.05 9.53 -4.05 6.79 -4.05 
Aggregate variables (percentage changes) 

Output 5.70 24.48 2.68 16.59 0.17 10.03 
Consumption 7.96 8.18 1.54 1.19 -3.82 -4.47 

Investment 20.51 28.23 14.93 20.72 10.35 14.51 
Capital 8.28 28.23 6.29 20.72 4.48 14.51 
Leisure 0.17 -3.23 1.72 -0.93 2.95 0.98 

Aggregate variables (ratio of output, percentage point changes) 
Trade Balance -3.66 2.95 -2.76 2.39 -2 1.84 

Export -5.79 3.09 -4.44 2.56 -3.26 2.03 
Import -2.10 0.16 -1.64 0.20 -1.21 0.23 

Tax revenue -3.08 -3.95 -0.35 -1.40 -0.17 -0.76 
Fiscal balance -0.86 0.12 -0.50 0.46 -0.49 0.50 
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CASE 2. No labor income tax (　l=0) 

 Financed by lump-sumtransfers Financed by C-tax 
Welfare   (C-tax: 17.5% to 30.7%) 

Transitional 
Steady state 
Net change 

-0.32 
3.45 
3.13 

-0.13 
1.52 
1.39 

     

 impact long-run impact long-run 
Sectoral variables (percentage changes)   

yx 0.77 18.65 0.24 7.25 
yn 3.93 9.98 1.51 3.84 
cx 15.65 13.59 6.05 5.20 
cm 15.65 13.59 6.05 5.20 
cn 5.44 13.59 2.11 5.20 
hx 2.32 18.65 0.74 7.25 
hn 13.09 9.98 5.02 3.84 
wx -1.30 0.00 -0.46 0.00 
wn -8.33 0.00 -3.39 0.00 
ix 5.34 18.65 1.87 7.25 
in 3.83 9.98 1.44 3.84 
kx 0.00 18.65 0.00 7.25 
kn 0.00 9.98 0.00 3.84 
rx 0.76 0.00 0.27 0.00 
rn 3.57 0.00 1.45 0.00 
v 0.67 18.65 0.21 7.25 
p 4.78 0.00 1.99 0.00 

pn 7.03 0.00 2.93 0.00 
Aggregate variables (percentage changes)   

Output 5.86 14.43 2.31 5.59 
Consumption 13.75 13.59 5.40 5.20 

Investment 9.16 12.93 3.55 5.00 
Capital 4.64 12.93 1.93 5.00 
Leisure -3.00 -4.70 -1.13 -1.82 

Aggregate variables (ratio of output, percentage point changes)  
Trade Balance -1.64 1.51 -0.65 0.65 

Export -2.68 1.46 -1.09 0.62 
Import -1.03 -0.05 -0.44 -0.02 

Tax revenue -3.40 -4.08 -0.17 -0.57 
Fiscal balance -0.04 0.04 -0.04 0.06 
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CASE 3. No labor income tax and capital income tax (　l=0, tk=0) 

 Financed by lump-sum transfers Financed by C-tax 
Welfare   (C-tax: 17.5% to 42.8%) 

Transitional 
Steady state 
Net change 

-1.40 
7.77 
6.37 

-1.00 
3.95 
2.95 

     

 impact long-run impact long-run 
Sectoral variables (percentage changes)   

yx -2.98 55.34 -4.38 33.35 
yn 8.05 29.51 2.73 16.34 
cx 29.55 21.83 11.04 5.81 
cm 29.55 21.83 11.04 5.81 
cn -0.87 28.44 -6.65 11.55 
hx -8.87 38.96 -12.61 19.28 
hn 21.56 11.16 6.33 -0.14 
wx 8.30 11.79 10.05 11.79 
wn -13.70 16.51 -4.68 16.51 
ix 20.86 64.24 11.22 40.99 
in 16.81 38.27 10.31 24.21 
kx 0.00 64.24 0.00 40.99 
kn 0.00 38.27 0.00 24.21 
rx -4.61 -6.34 -5.48 -6.34 
rn 4.07 -6.34 0.96 -6.34 
v -2.60 56.47 -3.82 34.31 
p 12.36 -2.78 8.26 -2.78 

pn 17.83 -4.05 11.91 -4.05 
Aggregate variables (percentage changes)   

Output 11.78 40.21 5.04 22.77 
Consumption 20.88 22.79 6.57 6.65 

Investment 31.94 43.40 19.29 26.60 
Capital 11.77 43.40 7.86 26.60 
Leisure -3.12 -7.85 0.51 -2.73 

Aggregate variables (ratio of output, percentage point changes)  
Trade Balance -5.36 3.78 -3.47 2.84 

Export -8.26 3.79 -5.50 2.98 
Import -2.88 0.02 -2.00 0.17 

Tax revenue -6.83 -7.85 -0.35 -2.09 
Fiscal balance 0.13 -0.08 -0.34 0.28 
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Table 6. Sensitivity Analysis 
(Removing both capital and labor income taxes financed by an increase in consumption tax) 

  Welfare Gains 

 new C-tax rate Transitional Long run Overall 

Original model 42.8% -1.00 3.95 2.95 

With low depreciation rate  41.0% -1.24 5.61 4.78 

With large labor share in EX-sector 40.6% -2.08 4.37 2.70 

With high elasticity in adjustment cost 42.6% -1.42 4.46 3.47 

With small share of capital income in NT sector 41.5% 1.23 0.8 2.45 

Note: welfare gains are percentage increase in lifetime consumption 
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Comments on “Welfare Effects of Tax Reform: Case 
of Korea” 

 
 

Young Lee,  
Hanyang University 

 
 
 

I. Summary and Overall Evaluation 
 
This paper discusses welfare effects of potential tax reforms under the setup of an open 

economy dynamic multi-good general equilibrium model.  
This paper is well-organized and directly moves to the main results of the paper 

without wading through too much on the details of the model. Also, the main results of the 
paper stand well in line with existing literature. 

However, I’d like to point out one thing before moving into more detailed discussion. 
The author uses the parameters commonly used for the developing countries in the 
literature. If he/she is willing to spend a moderate amount of time, he/she can find 
parameter values already estimated in the Korean literature. Although I don’t believe this 
will change much of the results presented in the paper, it will give a more confidence on 
his/her findings. 

Rounding up, the main idea of this paper is clear and the results are also convincing. 
This paper will be accepted conditional on that the author corrects or answers the 

following details. 
 

II. Specific Issues 
 
(Steady state) 
 
Although the author claims that ”Therefore, we need to linearize around the new steady 

state.”(4th line from the bottom of page 6), I don’t know what rationale justifies this 
argument. Transition from the old steady state to the new steady state is not achieved 
instantaneously. In the linearized system, the values of steady states can make nontrivial 
differences in the final results. So, my recommendation is to report the both results based 
on the old steady state as well as new steady state unless there are persuasive reasons to 
believe this exercise is unnecessary. 

 
(Exchange rate dynamics) 
 
This paper doesn’t seem to give much attention on the role of exchange rate. When one 

considers economy like Korea in which the share of external sector more than 10% of GDP, 
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the way one models exchange rate dynamics will affect overall results of the study 
significantly. In this paper, the exchange rate is equal to one as xp  is set to one and mp  

is a numeraire (real exchange rate may vary as np  varies, though). This makes the paper 
looks more like a close-economy model with multi-sector rather than an open-economy 
model. I wonder whether the author believes this simplification won’t affect the overall 
picture of the paper. 

 
(Government budget constraint) 
 
In the 2nd line from the top in page 10, the author says ”We assume that governments 

balance their intertemporal budget constraint by changing tax rate permanently.”  
However, examining the government budget constraint in equation (2.15), I cannot find 

any instruments to relate current period government surpluses or deficits into the future.  
To make his/her argument coherent, he/she needs debt instruments to allow current 

period surpluses or deficits of the government to be cleared intertemporally. In this setting, 
the budget constraint seems to be balanced in each period. The author needs to be clear 
how the government balances its intertemporally budget constraint without recourse to 
debt instruments. 

 
(Substitution between labor and capital in exporting sector) 
 
In the 3rd line from the top in page 12, the author writes ”In exportable sector, there is a 

high level of substitution between labor and capital, and the production uses more capital 
and less labor on impact.” Examining on the production function, substitutability between 
capital and intermediate input( tv ) can be found, but not between capital and labor. I 
wonder in what sense the author claims that capital and labor in the exportable goods 
sector is substitutable. 

 
(Notation) 
 
In equations (2.3) and (2.4), the author is not explicit on the functional form of ).(⋅φ  

The author needs to present the functional form used for this. Also, Table 1 of the paper is 
not complete. For example, the description of ng  is imperfect, and the parameter value of  
T  is missing. Besides, xη  and nη  appear out of nowhere. I might be wrong, but I 
cannot find them in the main text. 

 
(Transitional dynamics) 
 
In this dynamic system, just presenting the numbers is seldom enough. The author 

needs to include pictures depicting the transitional paths of the aggregate variables 
including bonds. In Table 5, the author does not present the changes in bonds. This needs 
to be corrected in the revision. 

 
 

 



 

 

 
 

CHAPTER 6-1 

Uncovered Interest Parity Puzzle: Cross-sectional and Time-series 
Analysis  

 

by 
Byung-Joo Lee, University of Notre Dame 

 

 

 

 

Abstract 
 
 

This paper proposes a new explanation for the UIP puzzle by analyzing a large number 
of cross-country bilateral exchange rates in two dimensions, cross-sectional and time-series. 
The exchange rates analyzed here include a broad spectrum of developed and developing 
countries. Based on the empirical evidence, there does not appear to be a well-publicized 
UIP puzzle for cross-sectional UIP, and the slope estimates remain largely between zero 
and one throughout the sample periods, with a few exceptions. As interest rate maturity 
becomes longer, UIP relationship becomes stronger. For time-series UIP, short-term (one 
month) UIP holds well and UIP puzzle is largely confined to the key currencies. We 
introduce the key currency bias to explain the empirical failure of UIP in these cases. The key 
currency concept is a similar to the home bias for portfolio holdings. UIP seems to fail more 
often when a key currency is involved in the bilateral exchange rate relationship than when 
only non-key currencies are involved, especially when the key currency offers higher return 
on capital. This paper presents an empirical evidence for a state-dependent asymmetric 
response in exchange rate changes depending on the direction of the forward premium.  

 
Keywords: Uncovered interest parity, Cross-section and Time-series UIP, Key currency 

bias, Asymmetric UIP 
JEL classification: F31, F41, G15 
_This paper is greatly benefited by numerous comments from my colleague, Nelson Mark. 
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I. Introduction 
 
 
Exchange rates between national currencies-the prices of national currencies in terms of 

foreign currencies-are among the most important prices in international economics. 
Exchange rate between two national currencies is determined by the economic 
fundamentals of the countries involved, and its dynamics are heavily influenced by the 
macroeconomic policies of each country. One important potential factor determining the 
exchange rate is the uncovered interest parity (UIP). The UIP theory asserts forward market 
efficiency and states that a country’s currency is expected to depreciate against a foreign 
currency when its interest rate is higher than the foreign country’s, due to international 
capital arbitrage. However, as is well documented, numerous empirical tests fail to support 
the UIP theory, thus producing the so-called forward market anomaly. Froot and Thaler 
(1990) report average slope estimates of -0.88 using a survey of 75 published estimates 
(Froot, 1990). Among others, Backus, Gregory and Telmer (1993), Froot and Frankel (1989), 
and McCallum (1994) all report negative relations on the UIP condition using the currencies 
of major developed countries. When a country’s domestic interest rate is higher than the 
foreign interest rate, its currency has a tendency to appreciate instead of to depreciate as 
predicted by the UIP theory. Eichenbaum and Evans (1995) report that contractionary 
shock due to U.S. monetary policy leads to persistent, significant appreciation in U.S. 
nominal and real exchange rates, a significant deviation from the UIP theory. 

This paper presents a new insight into the UIP puzzle using a large number of bilateral 
cross-country UIP relationships. The UIP relationship is analyzed in two dimensions: .rst, 
cross-sectional UIP, and secondly, time-series UIP. Using monthly time-series data, the 
bilateral exchange rates of one country against all other countries are calculated, thus 
producing a large number of bilateral exchange rates at each time period.1 At each monthly 
period, cross-sectional UIP is estimated for country-pair observations, and a series of UIP 
slope estimates are obtained for the entire sample period. This paper presents the .rst 
attempt to estimate the cross-sectional UIP and to analyze the time-series property of the 
cross-sectional UIP slope estimates. All previous UIP tests have used time-series data for a 
small number of currencies to estimate the time-series UIP. Cross-sectional UIP estimation 
is only possible if a large number of bilateral exchange rates are available. Estimation of a 
large number of cross-sectional UIP slope distinguishes this paper from all previous UIP 
tests. This makes it possible to investigate the cross-sectional statistical property of the 
time-series UIP slope estimates rather than just giving a few slope estimates. Following the 
strategy of Fama and MacBeth (1973), this paper examines the cross-country bilateral UIP 
hypothesis using a broad spectrum of developed and developing countries. We also 
estimate the conventional time-series UIP slopes for each country-pair, and investigate the 
particular charactersitics of UIP failure. 

Based on the empirical results, the UIP relationship holds well in cross-sectional analysis, 
and the slope estimates remain largely between zero and one throughout the sample 
periods, with a few exceptions. There does not appear to be any well-publicized UIP puzzle 
for cross-sectional UIP. For time-series UIP estimates the UIP puzzle is largely confined to 
the key currencies, and we introduce the concept of key currency bias to explain the 
empirical failure of UIP.22 Key currency bias is a similar to the home bias of portfolio 

                                            
1 For 37 currencies, there are 666 bilateral cross-country exchange rates. 
2 Key currencies are U.S. Dollar, Euro, Japanese Yen, U.K. 
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holdings. UIP appears to fail more often when a key currency is involved in a bilateral 
exchange rate relationship, especially when the key currency offers a higher return on 
capital, than when only non-key currencies are involved. This paper presents empirical 
evidence of asymmetric response in exchange rate changes that depends on the direction of 
the forward premium. UIP asymmetry has previously been investigated by Wu and Zhang 
(1996) and by Bansal and Dahlquist (2000), but this paper uses a broader spectrum of 
currencies to investigate UIP asymmetry. 

In a related investigation, Flood and Rose (1996) compared a flexible exchange rate 
regime to more fixed regime using the European Monetary System (EMS) and concluded 
that the UIP theory fares better under the fixed than under the flexible regime. Flood and 
Rose (2002) also report that the UIP theory holds well for the 1990s, using daily data for 23 
countries. Bansal and Dahlquist (2000) examined the weekly data for 28 countries and 
concluded that there may exist a non-linear asymmetric relationship in UIP for positive and 
negative forward premiums. They found that the violation of the UIP is not pervasive and 
the puzzle is largely confined to the high-income countries, and in particular to when U.S. 
interest rates are higher than foreign rates. Chinn and Meredith (2004) found better support 
for UIP using long-term relationships of exchange rates and the forward premium. Alexius 
(2001) also considered the long-run relationship of UIP using the long-term government 
bond yields for 13 OECD countries and the U.S., and found that the slope estimates are 
generally positive. On the other hand, Chaboud and Wright (2003) used high-frequency 5 
minute exchange data to investigate the daily UIP theory, and claim that UIP theory holds, 
but that the effect is very short-lived. Using U.S.-German data, Mark and Moh (2004) found 
that UIP was violated only during periods of central bank intervention. 

With a few exceptions, most of the existing studies have focussed on exchange rates of 
major developed countries. Flood and Rose (2001) and Bansal and Dahlquist (2000) 
expanded their samples to include several important developing countries. However, even 
when the sample is expanded to include a broader spectrum of countries, tests of the UIP 
Pound and Deutsche Mark. hypothesis have focused mainly on exchange rates with the U.S. 
dollar. Mark and Wu(1998) considered the cross-country rates for UIP hypothesis, but only 
in a few cases such as against the Mark or the Yen.  The next section briefly summarizes 
the UIP theory and introduces this paper’s econometric model. Section 3 explains the data 
set and presents empirical results for cross-country bilateral UIP estimates. It also analyzes 
statistical properties of cross-sectional slope estimates and investigates the asymmetry of 
UIP estimates. Section 4 summarizes the main findings of the paper and outlines a plan for 
further investigation of the UIP puzzle. 
 
 

II. The forward premium puzzle 
 
 

A useful starting point for the UIP relationship is the covered interest parity (CIP) 
condition. CIP states that the forward premium is equal to the interest rate differential 
between two countries, ignoring small transaction fees, such that 
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where ktF ,  is the k-period forward rate, St is the spot rate at time t, and both rates are 
expressed as the domestic currency price of one unit of the foreign currency. Increase of the 
spot (forward) rate refers to the depreciation of the domestic currency. ti  and *

ti  are 
domestic and foreign k-period maturity risk-free bond yields expressed in respective 
currency terms. The uncovered interest parity condition states that in a world of perfect 
foresight, the expected change of the spot rate in k-period should be equal to the forward 
premium such that 
 

 
 

where Et (:) is a mathematical expectation conditional on the set of all relevant information 
at time t. Taking the natural log of both sides of Eq. 1 and Eq. 2, UIP is approximated as3 

 

 
 

Under forward market efficiency, UIP states that the forward rate is an unbiased 
predictor of the future spot rate. Since )( ktt SE +  is unobservable at time t, assuming 
rational expectations for the future spot rate, the econometric model to test the UIP 
hypothesis uses expost realized spot rate ktS +  for )( ktt SE + . The econometric model is: 
 

 
 

The UIP theory tests forward market efficiency if the joint hypothesis of 00 =β  and 
11 =β  holds, i.e., the forward rate is an unbiased predictor of future spot rate. Typically, 

investigations of the UIP condition have focused on the slope estimate of 1β  considering 
0β  to be the constant risk premium. The overwhelming majority of empirical studies have 

found that the slope estimates are negative and often statistically significant, let alone being 
the unity predicted by the UIP. This anomaly has provoked numerous attempts to examine 
different sample periods with different exchange rates. Few of these investigations have 
found evidence supporting the UIP theory. 

The negative slope estimate is evidence of the bias of the forward rate for the future spot 
rate. There are several alternative explanations for the negative slope estimates. 

Fama (1984) first introduced the risk premium, defined as )( ktt sfrp += , to explain the 
negative relationship between the exchange rate and the forward premium. Engel (1996) 
presents an excellent survey on the forward discount anomaly, focusing on the risk 
premium explanation. However, if the risk premium hypotheses holds for negative slope 
estimates then the risk premium is negatively correlated with the expected depreciation 
and the variance of the risk premium should be greater than that of the exchange rate 
depreciation. McCallum (1994) reports that the average of the slope estimates is -4, which is 
typical of many other studies. This estimate implies that the standard deviation of risk 
premium is five times larger than that of the forward discount. The surprisingly large 
standard deviation of the risk premium is not well supported empirically. Figure 1 is 

                                            
3 There is a Jensen.s Inequality Term (JIT) difference to convert the UIP relationship into the natural log form 

),(ln)((ln , ttktt SESE > log is strictly concave). However, there are evidences that JIT is empirically 
negligible, and it is common practice to focus on the natural log form of the UIP equation 
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time-series plot of one year change of Japanese Yen against U.S. Dollar exchange rates, one 
year forward premium and ex post (estimated) risk premium for the sample period. This is 
a typical time-series plot of exchange rate changes, forward premium and estimated risk 
premium for many developed countries. It is clear that risk premium and exchange rate 
changes are negatively correlated, with correlation coefficient being -0.88, but the risk 
premium does not appear to be significantly more volatile than the exchange rate changes. 

Another attempt to explain the UIP anomaly is called the Peso problem. The 
Peso-problem was originally proposed by Krasker (1980). Krasker observed that despite the 
high nominal interest rate of Mexico compared to the U.S., Mexican peso was fixed to the 
U.S. dollar with no significant depreciation for about 20 years. However, in August 1976 
when it finally floated against the dollar the peso dropped 46% against the dollar in a  
 
Figure 1. % change of spot rate, forward premium and risk premium 

 
short time period. Rogoff (1980) argues that in small samples exchange rates may have fat 
tails, and that the convergence to normal distribution is slow. Baillie and Bollerslev (2000) 
explain the forward premium anomaly as a statistical artifact due to the persistent 
autocorrelation in the forward premium and the small sample size of the study. They 
showed that forward premium is fractionally integrated (FIGARCH, fractionally integrated 
GARCH) and persistent, and the typical slope estimates are in fact centered around unity 
but widely dispersed, and converge to the true value of unity at a very slow rate. Baillie, 
Cecen and Han (2000) demonstrate the long-memory persistent volatility (FIGARCH) 
process of the German Mark-U.S. Dollar exchange rate using high and low frequency data. 
Mark and Wu (1998) show that the risk premium explanation is not consistent with the 
intertemporal asset pricing model and that the empirical data provide a weak support for 
the noise-trader model. Coakley and Feurtes (2001) use the exchange rate over-shooting 
argument as a novel solution to explain the forward premium anomaly. 
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III. Empirical findings 

 
 
3.1 Data description 

 
The data is for the currencies of 36 countries and the Euro, totaling 37 currencies.4,5 
The exchange rate data comes from the IMF’s International Financial Statistics (IFS). The 

exchange rates are the monthly rate of the national currency per U.S. Dollar from January 
1975 to December 2004, totalling 360 monthly observations for each country. Euro rates are 
from January 1999 to the end of sample period, December 2004. Euro country local 
currency exchange rates end at December 1998. Bilateral exchange rates are calculated as 
the relative rates through U.S. Dollar exchange rates. For example, the bilateral rate 
between South Korea and Hong Kong is calculated as relative ratio of South Korean Won 
per U.S. Dollar to Hong Kong Dollar per U.S. Dollar. Since forward exchange rates are not 
widely available for many developing countries, interest rate differentials are used to 
measure the forward premium by the CIP condition. We use four different maturities of 
interest rate: the one month, three month, six month, and one year rates. The interest rate 
data comes from the Datastream, which provides a wealth of detailed information on 
various interest rates.6 Euro-currency rates are used for most of the developed countries 
whenever they are available.7 When Euro-currency rates are not available the equivalent 
interbank rate is used.8 For developing countries the interbank rates are used first, when 
they are available. When they are not available bank deposit rates are used. The interest 
rate data starts from January 1975 for most of the developed countries but there are several 
developing countries whose data do not start until mid or late 1990s.9 
 

3.2 Cross-sectional UIP 
 
Cross-sectional UIP is estimated based on the Eq. (4). We use the interest rate differential 

as the forward premium. Previous UIP studies have focussed exclusively on the time-series 
estimation of Eq. (4), mainly due to data availability. This section focuses on the 
cross-sectional estimation of Eq. (4) for each country-pair for each month. The  
 
 
 
 
 

                                            
4 Countries included in our study are in alphabetic order: Argentina, Australia, Austria, Belgium, Brazil, Canada, 

Chile, China, Denmark, Finland, France, Germany, Greece, Hong Kong, India, Indonesia, Ireland, Italy, Japan, 
Korea, Malaysia, Mexico, Netherlands, New Zealand, Norway, Peru, Philippines, Russia, Singapore, Spain, 
Sweden, Switzerland, Thailand, U.K., U.S., Venezuela, Euro. 

5 Among 37 national currencies, 21 (including Euro) are classifed as the developed economy currencies and 16 
are currencies from the emerging and developing economies. Develpoed countries are: Australia, Austria, Belgium, 
Canada, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Japan, Netherlands, New Zealand, Norway, 
Spain, Sweden, Switzerland, U.K., U.S., and Euro. 

6 Datastream provides three di¤erent kinds of interest rates, bid rate, o¤er rate and middle rate whenever they 
are available. We use the middle rate for oru analysis. 

7 Canada, Denmark, France, Germany, Italy, Japan, Switzerland, U.K., U.S., Euro. 
8 Australia, Finland, Greece, Hong Kong, New Zealand, Norway, Philippines, Russia, Singapore, Spain, Sweden 
9 Details about the interest rate data is available upon request. 
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Table 1. Cross-section UIP slope estimates 

 

UIP Slope Estimates Mean Std. Error ADF P-P Test 

1 month 0.343 0.118 -7.018 -19.141 

3 month 0.561 0.076 -5.678 -8.693 

6 month 0.554 0.061 -4.559 -6.519 

12 month 0.653 0.052 -5.780 -4.715 

Augmented Dickey Fuller test is based on the 6 lags with time trend. 1% critical value is -3.986. 
Phillips-Perron statistic is calculated with time trend and default lag length of one. 

 
estimation equation is: 

 

 
 
where ji

ts ,  is a natural log of country i ’s spot rate for one unit of country j ’s currency at 
month t  and i

kti ,  is k-month maturity (k=1,3,6 and 12 ) interest rate for country i , and 
j
kt

i
kt ii ,, −  is expressed as the k-month period return difference. All other notations follow 

the same definitions from Eq. (4). This equation is estimated using each country ( i , j ) pair 
in each month from January 1975 to December 2004 for each different maturities, one-, 
three-, six-, and 12-months for 37 currencies. Since data is not available for all countries 
from January 1975, the number of cross-sectional observations for each month estimation 
ranges from 21 to 561 country-pair observations. The numbers of cross-sectional UIP slope 
estimates of each maturity for the sample period are 359, 357, 356 and 348, respectively. 
Since this is a cross-section estimation there is no persistent autocorrelation problem as 
argued by Baillie and Bollerslev (2000). Each equation is estimated using White’s 
heteroscedasticity-consistent estimation method. 

The table above 1 is a summary of cross-sectional UIP slope estimates for different 
maturities. This table shows that even though the average slope estimates are well short of 
one, they are all positive and statistically significant as predicted by UIP. None are negative 
as is often observed in the time-series UIP slope estimates. They are all stationary 
throughout the sample period. Figure 2 is a time-series plot for 12 month forward premium 
UIP slope estimates for each month, and smoothed moving average of the estimates.10,11 

This figure shows that the slope estimates mostly stay above zero, with a few exceptions. 
This sample period includes all different exchange rate regimes, fixed, flexible and various 
intermediate regimes. These results show that there is no discernible pattern in different  

 
 
 
 

                                            
10 Moving average is calculated as the weighted average of 6 months forward and 6 months backward with 

equal weight 
11 For one-, three- and six month forward premium UIP results are not presented here, but available upon 

request. 
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Figure 2. Cross-section UIP slope estimates for 12 month forward rate 

 

 
 
time periods, and there is no evidence of the claim of Flood and Rose (2002) for favorable 
evidence for UIP during 1990s. Since world exchange rate system has moved toward more 
flexible regimes in recent years, the cross-sectional UIP results do not support the regime 
differences studied by Flood and Rose (1996). Figure 3 is a box plot of slope estimates for all 
maturities.12 General characteristics of shorter forward premium results remain similar to 
the one year estimates. Estimates from the shorter premium tends to be more volatile and 
widely spread than those of one year estimates. 

Using cross-sectional UIP estimation, we do not encounter the UIP puzzle. We observe 
that the UIP slope estimates are well within the range between one and zero predicted by 
the theory. Having observed that the cross-sectional UIP conforms to the theory, we now 
turn to the time-series estimation of the UIP relationship. The next section follows the 
con-ventional approach of time-series UIP estimation and investigates causes and 
explanations for the traditional UIP puzzle. 
 

 

 

 

                                            
12 Box plot shows the first quartile (Q1), mdeian, and the third quartile (Q3) in the box. Outside lines represent the 

upper and lower limits as )13(5.13 QQQ −×+  and )13(5.11 QQQ −×− . Outside the upper and 
lower limits are outliers. 
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Figure 3: Box plot of slope estimates for 1-,3-,6- and 12 month forward premium 
 

 
 

 
3.3 UIP for U.S. dollar rate 

 
The baseline econometric model for time-series UIP is Eq. (4). 

 

 
 

The next two tables report UIP slope estimates for the each country’s currency against 
U.S. dollar using monthly observations for each different maturities, one-, three-, six-, and 
12-months. Each country has different start and end dates for different interest maturities 
depending on data availability. The available monthly observation starts from January 1975 
and ends at December 2004. Since this equation involves k period forward observations, 
error terms follow an )1( −kMA  process. To correct the serial correlation on kt +ε , this 
equation is estimated using the Newey-West procedure to calculate the serial correlation 
robust standard errors. Table 2 and 3 report slope estimates for developed countries and 
developing countries, respectively. 

As we can see from these tables, many developed countries have statistically significant 
negative slope estimates. Japan, Canada, and the U.K. all have statistically significant 
negative estimates. The Euro has strong negative slope estimates, but since the Euro data 
starts from January 1999 its sample point consists of at most 5 year’s monthly observations. 
Italy is a lone exception with statistically significant positive estimates for three, six and 
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Table 2. UIP slope estimates for developed countries: U.S. Dollar rate 

 
 b1m se(1m) b3m se(3m) b6m se(6m) b1y se(1y) 

Australia -1.268 0.882 -1.042 0.788 -1.326 0.585 -1.380 0.539 
Austria -0.661 1.463 -0.510 1.315 -0.539 1.042 -0.611 0.957 
Belgium -0.111 0.777 0.040 1.028 -0.283 0.555 -0.524 0.557 
Canada -1.403 0.495 -0.917 0.367 -0.660 0.363 -0.615 0.455 

Denmark -0.614 0.692 -0.713 0.798 -0.910 0.934 -0.865 0.994 
Finland 1.366 1.193 1.462 1.150 1.426 1.134 1.087 1.038 
France -0.158 0.835 0.076 0.644 0.120 0.679 0.215 0.712 

Germany -0.549 0.922 -0.470 0.738 -0.544 0.629 -0.326 0.577 
Greece -0.969 1.058 -0.295 0.162 -0.690 0.279 -1.290 0.171 
reland 1.169 0.962 0.398 0.895 0.142 1.073 -5.410 1.798 

taly 0.514 0.659 1.311 0.665 1.725 0.601 1.901 0.536 
Japan -2.834 0.871 -3.007 0.667 -2.933 0.599 -2.729 0.538 

Netherlands -1.774 0.797 -1.246 0.765 -1.119 0.702 -0.738 0.637 
New Zealand -1.523 0.808 -1.186 0.640 -1.406 0.485 -1.406 0.566 

Norway 0.256 0.987 -0.262 0.838 -0.619 0.677 -0.689 0.641 
Spain 0.964 1.183 1.246 1.064 1.005 0.990 0.925 1.127 

Sweden -1.587 1.497 -2.224 1.131 -2.406 1.273 -2.764 1.010 
Switzerland -1.328 0.812 -1.086 0.675 -1.025 0.566 -0.954 0.474 

UK -1.594 0.748 -1.270 0.775 -1.135 0.759 -0.799 0.683 
Euro -6.443 2.295 -6.465 1.732 -6.556 0.890 -6.615 0.709 

Bold numbers are 5% significant and italics are 10% significant. 
Standard errors are Newey-West serial correlation robust errors. 

 
Table 3. UIP slope estimates for developing countries: U.S. Dollar rate 
 

 B1m se(1m) b3m se(3m) b6m se(6m) b1y se(1y) 
Argentina 0.171 0.567 -0.194 0.344 - - -0.036 0.478 
Brazil -0.079 0.132 - - - - - - 
Chile -2.990 1.647 -2.528 1.472 - - - - 
China 3.136 3.074 2.980 2.344 2.436 1.720 1.095 0.838 
Hong Kong  -0.034 0.077 -0.037 0.052 0.005 0.030 0.028 0.016 
India 0.365 0.962 -0.233 1.419 -0.799 1.682 -0.138 1.242 
Indonesia -0.291 1.796 -1.227 1.234 -1.967 0.539 -1.758 0.498 
Korea - - 0.066 0.653 -0.546 0.615 -0.040 0.550 
Malaysia 0.227 0.677 0.069 0.553 0.005 0.481 -0.031 0.389 
Mexico -0.156 0.750 -0.111 0.218 0.034 0.227 -0.005 0.180 
Peru - - - - 1.242 0.452 0.783 0.283 
Philippines 0.046 0.376 -0.237 0.440 -0.452 0.453 -0.691 0.448 
Russia 0.669 0.209 0.521 0.216 - - - - 
Singapore -1.407 1.134 -1.347 0.697 -0.887 0.513 -0.816 0.621 
Thailand 0.802 1.780 0.260 1.316 - - -0.153 0.947 
Venezuela 0.758 1.044 1.066 0.704 - - - - 
Bold numbers are 5% significant and italics are 10% significant. 
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Table 4. Rejection of UIP test for each currency: U.S. Dollar rate 
 

Maturity Developed countries Developing countries All countries 

b1m 9/20 (0.45) 5/14 (0.36) 14/34 (0.37) 

b3m 12/20 (0.60) 7/14 (0.50) 19/34 (0.56) 

b6m 14/20 (0.70) 7/10 (0.70) 21/30 (0.70) 

b1y 14/20 (0.70) 7/12 (0.58) 21/32 (0.66) 

Fractions are in the parenthesis 
 
one year UIP. Finland and Spain also have positive estimates for all maturities, but these 
are not statistically significant. These estimates are generally in line with the findings from 
previous research for develpoed countries. For developing countries, only a few slope 
estimates are statistically significant. Russia and Peru have statistically significant positive 
estimates while Chile has statistically significant negative estimates for one and three 
month exchange rate changes. 

We tested the UIP hypothesis of 1: 10 =βH , and rejected the null hypothesis for 9, 12, 
14 and 14 out of 20 developed countries respectively for one-, three-, six- and twelve-month 
changes.13  The test results are summarized in Table 4. The UIP hypothesis is 
 
Table 5. Summary of all slope estimates 
 

 All countries Developed 
countries 

Developed 
excluding Euro 

Developing 
countries 

 Mean Median Mean Median Mean Median Mean Median 
b1m -0.661 -0.224 -0.927 -0.815 -0.637 -0.661 -0.216 0.006 

b3m -0.644 -0.279 -0.808 -0.611 -0.510 -0.510 -0.371 -0.153 

b6m -0.728 -0.619 -0.887 -0.675 -0.588 -0.660 -0.374 -0.452 

b1y -0.853 -0.615 -1.179 -0.769 -0.893 -0.738 -0.260 -0.040 
 
 
rejected slightly more often for developed countries than developing countries. Even if we 
accept the null hypothesis for 11 out of 20 developed countries for one month exchange rate 
changes, this is more likely due to the large standard errors of the estimates rather than the 
estimates being close to one. Similar conclusions hold for all other monthly changes. Table 5 
is a summary statistics from Table 2 and 3. Since China has fixed its exchange rates for a 
long period of time and Russia does not have a credible official exchange market, these two 
countries are excluded from the summary of statistics. 

It is very difficult to find any clear pattern in these figures, but there is a tendency for the 
slope estimates for the developed countries (either including or excluding Euro) to be more 
negative than those of the developing countries. The mean slope estimates are generally 
more negative than those of the median, which suggests that there are more extreme 

                                            
13 Rejection for one month UIP: Australia, Canada, Denmark, Japan, Netherlands, New Zealand, Switzer-land, 

U.K., and Euro 
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negative estimates than positive ones. Since the Euro has a relatively short sample period, 
summary statistics are presented with and without the Euro for fair comparison. 
 
3.4 Key currency bias: UIP for bilateral exchange rates 
 

Next, we estimate the UIP equation for all bilateral exchange rates for 37 currencies.14 
Since China and Russia are excluded from our analysis, the maximum number of slope 

estimates is 595 for each interest maturity with complete data for all countries, but due to 
the missing data problem, we only have 519 estimates for one and three month, and 414 
and 476 for six month and one year UIP estimates. Table 6 gives the summary statistics of 
UIP regressions for all countries, grouped into developed and developing countries. The 
means of slope estimates have relatively large standard errors, indicating that the slope 
estimates are widely dispersed for each bilateral UIP relationship. This result is similar to 
an individual slope estimate that has relatively large standard error. This is in line with the 
Baillie and Bollerslev (2000).s argument that the forward premiums are highly  
 
Table 6. Bilateral UIP slope estimates 
 

Estimates Mean Standard 
Error 

Accept 
UIP(%) Median 95% Confidence 

Interval for Median 
Sample 

Size 

All Countries 
b1m 
b3m 
b6m 
b1y 

-0.050 
-0.256 
-0.315 
-0.299 

0.078 
0.078 
0.092 
0.085 

77.84 
61.66 
50.97 
49.58 

0.078 
-0.044 
-0.118 
-0.131 

-0.019 
-0.137 
-0.234 
-0.231 

0.242 
0.038 
0.030 
-0.005 

519 
519 
414 
476 

Between Developed Countries 

b1m 
b3m 
b6m 
b1y 

-0.158 
-0.143 
-0.138 
-0.452 

0.144 
0.140 
0.140 
0.144 

74.13 
58.71 
51.00 
45.50 

0.210 
0.144 
0.106 
-0.067 

-0.111 
-0.021 
-0.091 
-0.284 

0.402 
0.210 
0.217 
0.059 

201 
201 
200 
200 

Between Developed and Developing Countries 

b1m 
b3m 
b6m 
b1y 

-0.065 
-0.397 
-0.466 
-0.167 

0.104 
0.110 
0.139 
0.126 

82.14 
66.27 
53.64 
55.20 

0.041 
-0.117 
-0.312 
-0.138 

-0.034 
-0.268 
-0.504 
-0.313 

0.271 
-0.001 
-0.079 
0.019 

252 
252 
179 
221 

Between Developing Countries 

b1m 
b3m 
b6m 
b1y 

0.340 
-0.061 
-0.550 
-0.273 

0.172 
0.137 
0.178 
0.118 

72.73 
53.03 
37.14 
41.82 

0.000 
-0.161 
-0.403 
-0.107 

-0.118 
-0.368 
-0.872 
-0.524 

0.320 
0.074 
0.007 
0.154 

66 
66 
35 
55 

 

                                            
14 Local ( icountry ) and foreign ( jcountry ) designation is interchangeable. Therefore, U.S.-Japan UIP 

produces exactly the same slope estimates for Japan-U.S. UIP. 
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persistent and slope estimates are widely spread. The fourth column of Table 6 shows the 
acceptance percentage of the UIP theory ( 1: 10 =βH ) at 5% significance for two-sided test. 
There are several interesting results coming out of these statistics. First, unlike with 
numerous previous empirical results, the UIP theory seems to hold remarkably well. The 
acceptance rate here is much better than that of U.S. Dollar based UIP from Table 4. For all 
country estimates, the acceptance rate for the UIP theory is close to 78% for one month 
forward premium. This proportion gradually decreases as forward maturity moves to the 
longer periods but even for one year maturity the acceptance rate is close to 50%. A similar 
pattern holds for different groups of countries. This result shows that the UIP theory holds 
best for short maturity forward premium and the relationship becomes weaker as maturity 
becomes longer. It is interesting to compare this result with the claim by Chinn and 
Meredith (2004) and Alexius (2001) that the UIP relationship holds better with a 
longer-term horizon (5 to 10 years) than with a shorter one. However, the maximum time 
horizon focused on in this analysis is one year, and within this time frame short-term UIP 
holds better than longer-term. Therefore, this result is not necessarily inconsistent with 
Chinn and Meredith (2004) and with Alexius (2001). Chaboud and Wright (2003) focus on 
the short-term daily UIP using high-frequency 5 minute ex-change data, and claim that UIP 
holds over a very short period. Our empirical result is generally favorable to the short-term 
UIP theory. However, one needs to be careful when interpreting this result. Similar to the 
U.S. results, the generous acceptance of UIP theory is mainly due to the large standard 
errors of slope estimates rather than the closeness of the slope estimates to one. Secondly, 
the strongest UIP relationship holds between de-veloped and developing countries, while 
the weakest relationship is between developing countries. Since the developing countries 
have less sophisticated financial markets, and their currencies are not easily convertible for 
international arbitrage, it is reasonable to expect the UIP theory to hold less well between 
these countries. The acceptance rate is weaker for between-developed countries exchange 
rates than that of between developed and developing countries. This may be partially due 
to the key currency bias which we discuss below. Lastly, the second and the third panels of 
countries have medians generally greater than their means, implying that the empirical 
distribution of slope estimates are negatively skewed. Both groups involve deveolped 
countries for UIP estimation. The skewed empirical distribution suggests that the medians 
are better representations of the group statistics than the means. Between developed 
countries, the medians have similar patterns as the means as they tend to move away from 
one as interest horizon becomes longer. For other groups of countries, there is no clear 
trends in medians as with the means, but the medians generally decrease as interest 
horizon becomes longer. For developed countries, all three maturities have positive 
medians of slope estimates which are different from other studies. Figures 4-7 are 
non-parametric kernel density estimates for one-month UIP slope estimates for different 
groups of countries, and normal density curves with same mean and standard deviation. 
Empirical densities for other interest maturities have similar patterns as one month 
estimates and not presented here to save pages. Slope estimates are more closely 
distributed than normal distribution with a few extreme values. The slope estimates for all 
countries, between developed countries and between developed and developing coun-tries 
all tend to be negatively skewed, while the estimates between developing countries are 
positively skewed. This suggests that developed countries seem to have more negative 
estimates than developing countries have. 
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The next question is to understand why there have been so many puzzling empirical 
results for UIP theory. We offer a couple of explanations for the apparent miserable failure 
of the UIP theory. First, most of the existing studies have focussed on a small number of 
bilateral exchange rates, mostly among developed countries, and on the U.S. dollar 
exchange rate in particular. This may be the root of some puzzling findings. Although Froot 
(1990) reports average estimates of -0.88 from the survey of 75 published estimates, 
 
Figure 4. One Month UIP Slope Estimates: All Countries 
 

 
 

Figure 5. One Month UIP Slope Estimates: Between Developed Countries 
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Figure 6. One Month UIP Slope Estimates: Between Developed and Developing Countries 
 

 
 
 
Figure 7: One Month UIP Slope Estimates: Between Developing Countries 
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Table 7. Regression of UIP slope on key currencies 
 

 b1m b3m b6m b1y 

U.S. 

Key 
currency 

constant 

-0.651 
(0.325) 

 
  
-0.009 

(0.081) 

0.162 
(0.348) 
-1.048 

(0.188) 
0.225 

(0.089) 

-0.414 
(0.325) 

 

-0.230 
(0.081) 

0.294 
(0.351) 
-0.912 

(0.190) 
-0.026  

(0.090) 

-0.444 
(0.360) 

-0.284 
(0.095) 

0.238 
(0.389) 
-0.905 

(0.217) 
-0.060 

(0.108) 

-0.593 
(0.346) 

-0.260 
(0.088) 

0.047 
(0.375) 
-0.832 

(0.206) 
-0.068 

(0.099) 

 
 
most of the estimates come from the studies of a small number of mostly developed 
countries on U.S. dolar exchange rate. By comparing Table 5 and 6, the UIP slope estimates 
of U.S. Dollar rates are more negative than those of bilateral UIP for all groups of countries. 
In Table 4 and 6, the UIP hypothesis is rejected more often for U.S. Dollar rates than for 
bilateral exchange rates. However, U.S. Dollar effect is completely mitigated when we 
expand the set of currencies to the major key currencies. We define the key currencies as 
those of the countries with a high level of economic power in international economy, 
together with the Euro. 

Table 7 reports two sets of OLS regressions of bilaterla UIP slope estimates for each 
interest maturity. The first set is the regression of the slope estimates on U.S. dummy with 
intercept, while the second regression set includes key currency dummy together with U.S. 
dummy. U.S. dummy has negative estimates for all interest maturities, but only the one 
month and one year estimates are statistically significantly negative at 5% and 10%, 
respectively. Key currency dummy is statistically significantly negative at 5% for all 
maturities, and the impact in absolute terms is the strongest at one month and gradually 
decreasing, but remains strongly negative. This result suggests that whenever the UIP 
theory is tested with key currencies, the slope estimates are significantly negative.15 In fact, 
most of the existing literature focuses on empirical tests of the UIP theory involving one or 
more key currencies, and the results are not surprising given our empirical findings. We 
call this phenomenon the key currency bias. The concept is similar to the home bias in the 
equity portfolio holdings first observed by French and Poterba (1991) with regard to the 
fact that the U.S. and Japan have surprisingly large shares of domestic equity holdings 
despite the existence of more profitable opportunities internationally. This phenomenon is 
not limited to U.S. and Japan but occurs in many OECD countries. Further analysis of the 
key currency bias is presented in the next section. 

A second possible explanation for the UIP puzzle could be a statistical anomaly due to 
the small number of slope estimates, mostly for developed countries, used in most studies. 
This explanation is the cross-sectional equivalent to the peso problem. The UIP theory may 
hold well for a large number of cross-country bilateral exchange rates, but most studies 
have focussed mainly on a small number of developed countries. For empirical testing of 
the UIP theory a few exceptions like Bansal and Dahlquist (2000) and Flood and Rose (2002) 
have expanded the sample set of countries to include the developing countries. However, 
even their expanded sets of countries included at most 28 and 23 countries respectively and 
both studies focussed only on U.S. dollar exchange rates. They had less than 30 estimates of 
UIP slope parameters. This paper uses a far greater number of estimates to study the 

                                            
15 Key currency dummy equals to one for bilateral UIP both for between key currecnies and for key currency 

and other currencies. 
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statistical properties of the UIP slope parameter. We may have only 37 exchange rates, 
slightly more than those of Bansal and Dahlquist (2000) and Flood and Rose (2002), but 
since we are considering bilateral exchange rates, we can have over 600 cross-country 
bilateral UIP slope estimates to study. Even if we exclude China and Russia for the 
statistical analysis, we have a much greater number of slope estimates on which to base 
statistical inferences regarding the UIP slope parameter. Based on the statistical properties 
of large number of bilateral slope estimates, we can conclude that UIP theory appears to 
hold well in general, but less well (the relationship is statistically significantly negative) 
when whenever the U.S. dollar is involved, and among developed countries. However, the 
dollar effect vanishes when we expand the set of currencies to include the key currencies. 
Key currencies appear to be the main cause for negative UIP slope estimates. The next 
section provides empirical evidence for state-dependent asymmetric key currency bias in 
UIP. 

 
3.5 Asymmetric Response of UIP 

 
If key currencies have a statistically significant negative effect on the UIP slope, then the 

next step is to investigate the UIP slope estimates more closely to understand key currency 
bias. Key currency bias is similar to home equity bias in the sense that although UIP theory 
calls for the expected appreciation of the local currency when interest rate for key currency 
countries is higher than the domestic interest rate, the key currency is preferred to the local 
currency whenever the key currency offers higher interest rate. This implies that there may 
be an asymmetric response of capital movement depending on the sign of the interest rate 
diffentials. UIP theory is an arbitrage condition for equalizing the return on capital between 
two countries. However, key currency bias suggests that there is no arbitrage when a key 
currency provides higher return on capital. Eichenbaum and Evans (1995) found that a 
contractionary shock due to U.S. monetary policy leads to persistent, significant 
appreciation in U.S. nominal and real exchange rates, significant deviations from the UIP 
theory. Wu and Zhang (1996) examined the yen and deutschemark and found that the 
slope estimates are asymmetric in the direction of forward premium. Bansal and Dahlquist 
(2000) using weekly data for 28 countries found that the negative slope estimates are more 
pronounced when U.S. interest rates are higher than that of other countries. Therefore, 
there may exist an asymmetric relationship between forward premium and exchange rate 
changes depending on the sign of the forward premium. This section tests the asymmetric 
response of key currencies. Bansal and Dahlquist (2000) used the state-dependent 
econometric model as: 
 

 
 
where +

tx  and −
tx  represent positive and negative forward premium. This model 

assumes only the slope difference of the state-dependency of the UIP theory. This paper 
relaxes their model to allow not only the slope but also the intercept of the UIP model to be 
state-dependent. The estimation model is as follows. 
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Intercepts and slopes are estimated separately depending on the positive or negative 
forward premium.16 This model is more general than using dummy variable to distinguish 

+
tx  and −

tx  in a sense that error terms can have different variances in each state. Table 8 is 
F-test result for each bilateral exchange rate pair to test the null hypothesis of no 
state-dependence: −+ = 000 : ββH  and −+ = 11 ββ  with 5% significance. F-test is conducted 
only when both states have minimum of 20 observations to estimate parameters accurately. 
Therefore, when one country has higher or lower interest rates than the other country 
throughout the entire sample period, only one set of parameters is estimated and no F- test 
is performed. Figure 8 is an example of U.K.-Japan one month interest rates for the sample 
period. Since U.K. has always higher interest rate than Japan for entire sample period, we 
only estimate ),( 00

−+ ββ  for U.K.-Japan UIP. 
The null hypothesis of symmetric UIP is rejected more often when key currencies are 

involved and especially when U.S. Dollar is involved. As interest maturity becomes longer, 
rejection is more frequent than shorter maturity. It is clear that UIP theory is heavily 
dependent on the direction of forward premium, and the dependency becomes much more 
apparent for key currencies including U.S. Dollar. This is yet more evidence of key currency 
bias. 

Next, we move to investigate the statistical properties of state-dependent slope 
estimates. For state-dependent UIP estimation, we consider two different situations. First,  

 
Figure 8: One month Eurorate for British Pound and Japanese Yen 
 

 

 
 
 
 

                                            
16 Since +

tx  and −
tx  could alternate in a consecutive time period, time series observations are not in sequence. 

However, proper lag structures are all maintained. 
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Table 8. Asymmetric UIP relationship: F-test 
 

All Countries Key Currencies U.S. 
Maturity 

n reject % n reject % n reject % 

One month 
Three month 
Six month 
One year 

196 
186 
148 
150 

17
59
84

102

8.7
31.7
56.8
68.0

59
56
51
47

9
24
30
35

15.3
42.9
58.8
74.5

19
19
18
18

6 
13 
14 
16 

31.6
68.4
77.8
88.9

 
 
we estimate the case when U.S. interest rates are higher than the rest of all other sample 
countries. This is the same state-dependent model as Bansal and Dahlquist (2000). Second, 
we also consider the case when interest rates from the key currency countries are higher 
than the rest of other sample countries.17 Table 9 is the summary statistics for the slope 
estimates of bilateral cross-country UIP equation.18 

The first panel reports state-dependent slope estimates for each interest maturity for all 
countries.19 The means and medians of slope estimates for positive forward premium are 
more positive than those of negative forward premium. In fact, for six month and one year 
maturity for all country group (the first panel), the median estimates are statistically 
significantly negative. The next two panels report asymmetric slope estimates of 
state-dependent forward premium against U.S. rates and key currency rates, respectively.20 

There is a strong evidence in the U.S. results that the exchange rates respond differently 
on positive or negative forward premium for U.S. Both means and medians of slope 
estimates for positive forward premium are all positive and do not reject the UIP theory. The 
means of one and three month slope estimates are statistically significantly positive. For 
negative forward premium, the slope estimates are all negative and statistically significant 
at 5%. The medians of negative premium are all statistically significant. When the sample is 
expanded to include other key currencies besides the U.S. dollar, the asymmetric UIP 
response still remains strong. Since key currency results include a greater number of 
estimates than the U.S. dollar results, median confidence intervals become much tighter 
than those relating to the dollar. While slope estimates of positive premium still reject the 
UIP theory, the 95% confidence interval includes positive values. Those of negative 
premium are statistically significantly negative. The differences of means for positive and 
negative forward premiums are statistically significant except for one month for all country 
group. There is no statistical evidence of asymmetric UIP of one month for all country 
group. As interest rate maturity becomes longer, b+ and b� are statistically different for all 
groups of countries. Table 10 is a paired t-test results for different interest maturity and 
country group.21 
                                            

17 Among key currencies, the ordering is as following: U.S., Euro, Japan, U.K., and Germany. For example, 

between Euro and Japanese Yen, 
−
Kmb 1  is a slope estimate when Japanese Yen Eurorate is lower than that of 

Euro. 
18 Intercepts are also estimated differently for positive and negative forward premium, but they are not reported 

here. 
19 Superscript ≠  and −  refesr to the positive and negative forward premium, respectively. 
20 

+
USmb 1  is the slope estimate of one month UIP when local (domestic) has higher interest rate than U.S. 

(foreign), a positive forward premium, and 
−

USmb 1  is when local country has lower interest rate than U.S., a 
negative forward premium.  

21 Paired t -tets is conducted when UIP regression has slope estimates for both states. 
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The following two figures are scatter plots of exchange rate changes and forward 
premium between local currency and one of the key currencies. Figure 9 is a scatter plot of 
one year 
 
Table 9. Asymmetric UIP slope estimates 
 

Estimate  Mean    Standard      Median  95%   confidence    Sample 
               Error      interval     for median        size 

All Countries 
+mb1            -0.027      0.170        0.090      -0.049        0.219        375 
+mb3            0.022      0.192        0.001      -0.111        0.142        363 
+mb6            0.094      0.168        0.159       0.023        0.357        302 

+yb1             0.005      0.132        0.021      -0.131        0.143        340 
−mb1            -0.309      0.185        0.134      -0.028        0.327        340 
−mb3            -0.580      0.189       -0.130      -0.343        0.027        342 
−mb6            -0.551      0.194       -0.279      -0.488       -0.089        258 

−yb1             -0.440      0.159       -0.387      -0.612       -0.197        285 

U.S. 
+
usmb1            0.844      0.412        0.278      -0.146        1.401         30 
+
usmb3            0.926      0.292        0.631      -0.065        1.125         30 
+
usmb6            0.417      0.570        0.381      -0.264        1.678         28 

+
usyb1             0.436      0.510        0.297      -0.039        1.645         30 
−
usmb1            -4.378      0.782       -3.694      -6.816       -1.779         21 
−
usmb3            -4.679      1.056       -4.277      -5.740       -1.593         21 
−
usmb6            -3.731      0.830       -2.447      -5.423       -0.879         19 

−
usyb1             -2.889      0.549       -2.952      -3.506       -1.041         19 

Key Currency 
+
kmb1             -0.065      0.338       0.129      -0.159        0.298        129 
+
kmb3             0.070      0.386       0.050      -0.219        0.403        128 
+
kmb6            -0.241      0.341       0.104      -0.175        0.366        115 

+
kyb1             -0.251      0.241       0.036      -0.196        0.321        122 
−
kmb1            -2.477      0.520       -2.049      -3.463       -0.915         71 
−
kmb3           -2.864      0.675       -1.863      -3.859       -1.035         69 
−
kmb6           -1.817      0.536       -0.836      -2.047       -0.195         60 

−
kyb1            -1.911      0.407       -1.202      -2.386       -0.477         59 
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Table 10. Paired t test for the means of + and - forward premium 
 

Maturity     +b        −b     Difference     Std. Error   t -stat     p -value    n 

All Countries 

mb1       -0.137     -0.453     0.316         0.402         0.786      0.433      196 
mb3       0.333     -0.716     1.049         0.526         1.993      0.048      186 
mb6       0.560     -0.505     1.065         0.418         2.550      0.012      148 
yb1        0.436     -0.302     0.738         0.333         2.220      0.028      150 

U.S. 

mb1       1.370      -4.619     5.989         1.021         5.866      0.000      19 
mb3       1.443      -4.974     6.418         1.252        5.125      0.000      19 
mb6       0.734      -3.879     4.614         1.131        4.078      0.001      18 
yb1        1.159      -2.997     4.156         0.975        4.265      0.001      18 

Key Currency 

mb1       -0.280      -2.442      2.162        0.851        2.542      0.014      59 
mb3       0.705      -2.703      3.408        1.345        2.535      0.014      56 
mb6       0.304      -1.487      1.791        0.877        2.041      0.047      51 
yb1        0.463      -1.609      2.072        0.613        3.380      0.002      47 

 
 

percentage changes of Canadian Dollar-U.S. Dollar exchange rate and one year forward 
premium, and Figure 10 is a scatter plot of one year change of Norwegian Krone-U.K. 
Pound and one year forward premium between two countries. UIP regression line using all 
observations is plotted in thick line and two separate regressions for positive and negative 
forward premium are plotted in thin (negative premium) and dotted (positive premium) 
lines. Scatter plots clearly show that there is a negative relationship for negative forward 
premium while positive relationship for positive forward premium. F-statistic to test the 
equivalence of two equations are 9.88 (p-value: 0.000) and 11.88 (p-value: 0.000), 
respectively for Canadian Dollar and Norwegian Krone. With regard to the UIP puzzle, this 
is yet more evidence of negative slope estimates if we do not consider the asymmetric 
state-dependent nature of UIP. 

From these two tables and two figures, it is very clear that the exchange rates respond 
very differently depending on the state of forward premium. Asymmetric responses are 
prevalent for the key currency UIP condition and become more pronounced for the U.S. 
dollar. This is more evidence for key currency bias. UIP asserts international capital 
arbitrage between two countries through exchange rate adjustment. However, even taking 
into account the transactions costs, UIP does not hold when key currencies are involved. 
The reason for this is a subject for future research. One possible conjecture for key currency 
bias is as following. UIP is an arbitrage condition by adjusting exchange rate for capital  
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Figure 9. Canadian Dollar-U.S. Dollar 1 year change & 1 year forward premium. There are 
348 observations to produce tt xy )46.0(62.0)73.0(38.1 −= . Standard errors in the 

parenthesis. For 248 positive premium observations, the estimated UIP equation is 

tt xy )68.0(47.0)38.1(79.0 +−= , and for 100 negative premium observations, it is 

tt xy )00.1(08.1)89.1(16.2 −= . 

 
 
 
Figure 10: Norwegian Krone-U.K. Pound 1 year change & 1 year forward premium. There 
are 216 observations to produce tt xy )43.0(21.0)38.1(78.0 −= . Standard errors in the 

parenthesis. For 111 positive premium observations, the estimated UIP equation is 

tt xy )49.0(03.1)09.2(40.2 +−= , and for 105 negative premium observations, it is 

tt xy )12.1(13.2)35.3(92.1 −−= . 
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movement. Ultimately, there will be no capital movement in equilibrium because of the 
UIP. Underlying the UIP theory is an implicit assumption that when capital moves from 
the domestic to a foreign country to seek a higher return, after the return is realized, capital 
will return to the domestic country. However, on the basis of the empirical evidence, when 
key currency offers higher return, capital flows into the key currency with no immediate 
intention to repatriate into the local currency. Capital may ultimately be converted to the 
local currency, but not within the one-year time frame analyzed in this study. In this sense, 
longer-term UIP proposed by Chinn and Meredith (2004) and Alexius (2001) may be valid. 
However, in an infinite time horizon economic model, 5 to 10 year UIP theory also seems to 
be rather short. 
 
 

IV. Conclusion 
 
 
This paper investigated empirical evidence relating to the UIP puzzle. We showed that 

there is no evidence of UIP puzzle in the cross-sectional UIP. Cross-sectional UIP slope 
estimates are statistically positive for all interest rate maturities, and the relationship 
becomes stronger as interest rate maturity becomes longer. This is the first paper to 
investigate the statistical property of cross-sectional UIP slope estimates.  

Time-series UIP seems to hold well among developed-developing country exchange 
rate pair. UIP puzzle is largely confined to the key currencies and is more prevalent when a 
key currency offers higher return on capital. For the cross-country bilateral UIP test, we 
accepted the null hypothesis of UIP over 77% for one month maturity for all countries, and 
the acceptance rate gradually decreases as the maturity becomes longer, up to one year. For 
country groups of developed and developing countries, one month UIP hypothesis is 
accepted at least 72 % of the time. This result sharply contradicts most of the existing 
literature on the failure of the UIP theory. However, no previous study has produced a 
large number of slope estimates to draw meaningful statistical conclusions about the slope 
parameter. Most of existing literature presents only a few slope estimates, mostly among 
developed country-pair UIP relationships. 

This paper also presented statistical evidence for asymmetric response of the UIP 
relationship. Bansal and Dahlquist (2000) only conjectured the possibility of the 
state-dependent asymmetric UIP; they did not provide the statistical evidence for 
state-dependence. This paper used bilateral exchange rates and produced a large number of 
slope estimates to draw valid statistical inferences about the UIP theory. Negative forward 
premium of key currencies was found to be the main reason for negative slope estimates. 
The UIP theory is not rejected for positive forward premium for the U.S.  
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Comments on “Uncovered Interest Parity Puzzle: 
Cross-sectional and Time-series Analysis” 

 
 

Dongchul Cho,  
Korea Development Institute 

 
 
 
The paper handles a comprehensive set of data: 360 monthly observations for 37 

currencies, bilateral, 4 horizons and contains very interesting new-findings that The UIP 
puzzle is largely attributed to the key currency bias.  

 
Findings 
 1. In cross-sectional data, the UIP puzzle is not found. 
 2. In time-series data,  
     the results for exchange rates vis-à-vis the US dollar are puzzling, 
     but there are no such puzzles for other bilateral exchange rates. 
 3. Even for the exchange rates vis-à-vis the US dollar, 
     the puzzling correlation is found  
     only when the US interest rate is lower than those of other countries 
 
Conclusion and Interpretation    
 The UIP puzzle is not a general puzzle: 
    the puzzling correlation is found only for the key currencies. 
  These results can be interpreted as the "key currency bias," 
    similar to the "home bias" in the international finance literature 
 
cross-sectional results 
 
Generally consistent with the UIP prediction 
 
The currency value of the country with a high interest rate today 
    tends to depreciate tomorrow. (Table 1) 
 
Fresh and interesting results, but some questions….  
 
1. How to interpret these results is not entirely clear. 

      In a country with capital control or a fixed exchange rate system, 
          what result should we expect? 
      Anything found for the developing vs. developed countries?  
      Did higher inflation in developing countries lead to  
          both higher interest rate (Fisher effect) and depreciation (PPP)? 
 2. How many cross-sectional observations at a given point in time?  
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      37 countries combination 2?  ("n-1 problem" in exchange rates) 
 
Time-series results  
Inconsistent with UIP mostly due to the key currencies 
 
Except for key currencies, the slope estimates become closer to 0. 
 
Interesting results, but some questions¡¦.  
 
1. Even controlling for the key currencies,  
     the slope estimates appear to be negative. (Table 7) 
      How strongly can we claim that the inconsistent results with UIP 
          are due to the key currency bias? 
          "¡¦, we can conclude that UIP theory appears to hold well in general,  
              but less well ¡¦ whenever the U.S. dollar is involved." (p.19)  
 2. Considering the dominant volume of the key currencies (over 99%?) 
     in international financial transactions, how comfortably can we  
     attribute the puzzle just to the key currencies? 
 
Asymmetric response of the US dollar  
 
Inconsistent with UIP only when the US interest rate is low 
 
When the US interest rate is high, the results are consistent with UIP. 
 
Interestingly strong results, but interpretations¡¦.  
 
1. Is the US dollar always expected to depreciate? (Table 9)  
      When the US interest rate is high,  
          the US dollar tends to depreciate as the UIP predicts. 
      When the US interest rate is low,  
          the US dollar tends to also depreciate in contrast to the UIP. 
          (This problem was dealt with by allowing for different constant estimates.)  
 2. Is there any a prior reason for this asymmetry? 
     The "key currency bias"¡¦. 
 
Interpretation: "Key currency bias"  
 
Its analogy to the "home bias" seems to be odd.  
 
The home bias has the concept of "home country" as opposed to  
    "foreign country" without specifying particular countries. 
  The "key currency" concept here is close to the "center country"  
     as opposed to "periphery countries" in Garber and Dooley 
 
No convincing intuitions for the "key currency bias." 
 
As long as the reasons for the results are not understood, 
    the results remain "puzzling." 
     The conjecture in p.27 is not greatly convincing. 
         (This is another difference from the home bias.) 
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to sum up  
 
This paper surely contains very interesting new-findings. 
 
I am sure that the paper's finding will make a good contribution  
    to the empirical literature on the UIC puzzle. 
  Each of the three empirical findings of the paper, respectively, 
    may deserve a full credit of a separate paper 
 
Probably a little further polishing will be useful. 
Interpretations regarding the "key currency bias" better be cautious. 
Statements regarding the consistency of the data with the UIP need to be made more 

cautiously ---> The UIP predicts 1 for the slope coefficient,not an arbitrary number greater 
than zero.  
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Abstract 
 
 

Large tick sizes imposed on high-price stocks on the Korea Stock Exchange (KSE) are 
significant binding constraints on bid-ask spreads. Nearly 60% of quoted spreads are equal 
to the tick size for stocks with the largest tick size. The average spread of KSE stocks is 
smaller than that of the matched sample of New York Stock Exchange (NYSE) stocks, 
although the average spread of KSE stocks that belong to larger tick size groups is greater 
than that of matched NYSE stocks. These results suggest that the KSE’s electronic limit 
order market provides cheaper executions than the NYSE’s specialist system for our 
matched sample of stocks, and the KSE could further reduce trading costs if the large tick 
sizes imposed on highprice stocks are replaced with smaller ones. 

 
JEL classification: G18; G19 
Key words: bid-ask spreads, depths, execution costs, minimum price variation, 

informational efficiency, market structure 
 

 

 

 
I. Introduction 

 
 
An important protocol of securities markets is the size of minimum permissible price 

variation (i.e., tick size). There is significant variation in tick structure across markets. Some 
markets use a stepwise tick system in which the tick size varies with share price, while 
others use a single tick size for all stocks. Most stock markets in Asia and Europe use the 

                                            
** The authors thank Hao Zhang, Choon-sik Lee, and Daisy E. Chung for valuable comments and suggestions. 
+ Corresponding author: Corresponding author. Tel.: +1-716-645-3262; Fax: +1-716-645-2131. 

E-mail addresses: keechung@buffalo.edu (Kee H. Chung), jkkang@business.kaist.ac.kr (Jangkoo Kang),  
joonseok.kim@gmail.com (Joon-Seok Kim). 
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stepwise tick system in which larger tick sizes are imposed on higher priced stocks. For 
example, the Kuala Lumpur  

Stock Exchange uses seven tick sizes and the Korea Stock Exchange (KSE) uses six tick 
sizes that vary with share price. In these markets, market regulators seem to believe that the 
tick size should not be too small in proportion to the share price. Stock markets in the 
United States have also employed the stepwise tick structure in the past. For example, in 
1994, the New York Stock Exchange (NYSE) used the tick size of $1/8 for stocks priced at or 
above $1, $1/16 for stocks under $1 and at or above $0.25, and $1/32 for stocks under $0.25. 
Similarly, quotes in the NASDAQ system were at multiples of $1/8 if the bid was above 
$10 and $1/64 if the bid was under $10. Both the NYSE and NASDAQ completed 
decimalization in 2001 and have used a uniform tick size of one penny for all stocks since 
then. Market regulators in the U.S. seem to believe that the tick size should not be too large.  

Financial economists have recognized the potential benefits and costs of different tick 
sizes. Harris (1994, 1997) suggests that large tick sizes increase execution costs because the 
tick size constitutes a lower bound for the quotable spread. If the tick size is too large, it 
would frequently be a binding constraint on the bid-ask spread and thus impose 
unnecessarily large execution costs on traders. Harris notes that small tick sizes are not 
without cost. If the tick size 2 is too small, it may reduce market liquidity because it lowers 
the cost of front running. That is, small tick sizes may make liquidity providers less willing 
to supply liquidity because of the high risk of front running. Small tick sizes may also 
imply large negotiation costs and thereby delay price discovery (Grossman et al., 1997).   

A number of studies have examined the effect of tick sizes on market quality in the U.S. 
and Canadian stock markets. Ahn, Cao, and Choe (1996, 1998), Bessembinder (1999, 2003), 
Van Ness, Van Ness, and Pruitt (2000), Chung, Charoenwong, and Ding (2004), and Chung, 
Chuwonganant, and McCormick (2004) examine changes in market quality around a 
market-wide change in tick size. These studies show that a reduction in tick size generally 
leads to smaller depths and narrower spreads. Bessembinder (2000) shows that both quoted 
and effective spreads are smaller for NASDAQ stocks selling below $10 and attributes the 
result to their smaller tick size. Despite the ubiquity of stepwise tick systems across 
continents (e.g., Korea Stock Exchange, Kuala Lumpur Stock Exchange, Paris Bourse, Swiss 
Exchange, and Tokyo Stock Exchange), the efficacy of these tick systems and their 
ramifications for both trading costs and the information efficiency of asset price have not 
been well understood.   

In this study we examine the effects of tick size and market structure on trading costs 
using data from the KSE and the NYSE. We first analyze the effect of tick size on the spread 
and depth of KSE stocks. We use the discrete spread model of Harris (1994) to estimate the 
expected reduction in spreads that can result from a decrease in tick size. We also examine 
the effect of tick sizes on the information efficiency of asset price by analyzing whether 
larger tick sizes discourage information-based trading. We measure the extent of 
information-based trading using the method in Easley, Hvidkjaer, and O’Hara (2002). 
Finally, we perform matched sample comparisons of KSE and NYSE stocks to determine 
whether the difference (if any) in spreads between the two markets can be attributed to 
their differences in tick structure, market structure, or both. 

Our study makes an important contribution to the literature in three dimensions. First, 
we provide new evidence of the efficacy of the stepwise tick system using data from one of 
the world’s largest stock markets. Despite the widespread use of the stepwise tick system in 
many countries, related empirical evidence is rather scanty. We provide such evidence. 
Second, to the best of our knowledge, the present study is the first attempt to assess the 
effect of the stepwise tick system on market quality through an inter-market comparison of 
underlying variables (e.g., spreads and binding probability). Prior research typically 
performs either a before-and-after comparison of market quality around the tick size 
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change in a market (see, e.g., Bessembinder, 2003) or a cross-sectional comparison of market 
quality across stocks with different tick sizes in a market (see, e.g., Chung, Kim, and 
Kitsabunnarat, 2005; Chung and Shin, 2005). We consider our approach meaningful 
because the analysis of the effect of a given tick system on market quality (in a given 
market) provides only partial information regarding the ultimate efficacy of the tick system. 
Third, our study adds further evidence to the existing literature on the effect of market 
structure on execution quality (see Huang and Stoll, 1996; Venkataraman, 2001) through 
comparative analyses of trading costs between the electronic limit order market (i.e., the 
KSE) and the hybrid specialist system of the NYSE. 

Our empirical results show that the large tick sizes imposed on high-price stocks on the 
KSE are significant binding constraints on bid-ask spreads. For example, nearly 60% of 
quoted spreads are equal to the tick size for stocks with the largest tick size, and more than 
87% of quoted spreads are equal to the tick size for stocks in the largest firm-size portfolio. 
These results indicate that traders on the KSE (especially those who buy and sell shares of 
large companies) are paying large trading costs because of the artificially imposed large tick 
sizes. Our results indicate that if the tick size were reduced from ₩ 5 to ₩ 1, the percentage 
quoted spread would decrease from 0.8941% to 0.4542% for our study sample of stocks. 
Likewise, if the tick size were reduced from ₩ 50 to ₩ 10, we expect the spread to decrease 
from 0.8060% to 0.3475%. We find that the probability of information-based trading 
increases with the tick size, suggesting that informed traders on the KSE are not 
discouraged by the additional trading costs imposed on high-price stocks through larger 
tick sizes. 

The average spread of KSE stocks is significantly smaller than that of the matched 
sample of NYSE stocks as a whole. When we compare spreads of stocks within each tick 
size group, the mean spread of KSE stocks that belong to the smaller tick size groups is 
significantly smaller than that of matched NYSE stocks, whereas the mean spread of KSE 
stocks that belong to the larger tick size groups is significantly larger than that of matched 
NYSE stocks. On the whole, these results suggest the KSE’s electronic limit order market 
provides cheaper executions than the NYSE’s hybrid system for our study sample of stocks, 
and that the advantage of the KSE system could further be enhanced if the larger tick sizes 
imposed on highprice stocks were replaced with smaller ones. 

The paper is organized as follows. Section 2 describes data sources and error filtering 
methods. Section 3 explains our variable measurement procedures and examines the effect 
of tick sizes on the spread of KSE stocks. Section 4 uses the discrete spread model to 
estimate the expected effect of tick size changes on spreads. Section 5 compares the spread 
of KSE stocks to the spread of NYSE stocks using the matched sample. Section 6 presents a 
brief summary and concluding remarks. 

 
 
II. Data sources and error filters 

 
 
We obtain trade and quote data for KSE-listed stocks from the KSE, and trade and quote 

data for NYSE-listed stocks from the NYSE’s TAQ database. We produce national best bid 
and offer (NBBO) from the TAQ database using the program provided by the Wharton 
Research Data Services (WRDS). We use trades and quotes during regular trading hours 
from April 2003 to June 2003. We exclude from our study sample preferred stocks, 
lower-class common stocks, and stocks that undergo stock splits or reverse splits during the 
three-month study period. 

To minimize data error, we omit a trade if (i) TAQ error correction indicator is greater 
than one; (ii) TAQ sales condition code is A, C, D, N, O, R, or Z; (iii) it is not preceded by a 
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valid same-day quote; and (iv) price is non-positive or price change is greater than 10%. We 
omit a quote if (i) the bid or ask price is non-positive; (ii) the bid-ask spread is non-positive 
or larger than $4; (iii) change in quote midpoints exceeds 10%; and (iv) TAQ quote 
condition code is 4, 7, 9, 11, 13, 14, 15, 19, 20, 27, or 28. On the KSE, a large market buy (sell) 
order can exhaust the quoted depth at the best quote and walk up (down) the limit order 
book. The KSE database reports multiple trade prices with an identical time stamp when 
the size of a market order is greater than the inside depth. We reclassify these simultaneous 
trades as one trade, calculate the share-weighted average price, and use it as the execution 
price of the order. 
 

 
III. Tick sizes and trading costs on the Korea Stock Exchange 

 
 

In this section we examine the effect of tick sizes on trading costs using a large sample of 
stocks listed on the KSE. 
 
3.1. Variable measurement 

 
To measure the trading cost of orders that are executed at the quoted price, we calculate 

the percentage quoted spread using the following formula: 
 

 
 

where ASKit is the ask price of stock i at time t, BIDit is the bid price for stock i at time t, and 
MIDit is the mean value of ASKit and BIDit. For each stock, we then calculate the 
timeweighted mean percentage quoted spread.  

To measure the trading cost of orders that are executed with price improvement, we 
calculate the percentage effective spread using the following formula: 
 

 
 
where Dit is a binary variable that equals 1 for buyer-initiated trades and -1 for 
seller-initiated trades, Pit is the transaction price, and MIDit is the most recent quote 
midpoint prior to the trade executed at time t. We determine Dit using the Lee and Ready 
(1991) algorithm by comparing the trade to the quote in effect one second earlier. For each 
stock, we then calculate the trade-weighted mean percentage effective spread. 

Although the quoted and effective spreads measure execution costs borne by traders, 
they are not necessarily the revenues earned by liquidity providers. Liquidity providers 
earn less than the quoted or effective spread when price moves in the adverse direction 
after a trade (i.e., when the price impact of a trade is positive). To measure the net revenue 
earned by liquidity providers, we calculate the percentage realized spread using the 
following formula: 
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where Pit+n denotes the quote midpoint five minutes after the trade. We calculate the 
tradeweighted mean realized spread for each stock.  

We estimate the probability of information-based trading (PIN) using the model in 
Easley, Hvidkjaer, and O’Hara (2002). The model assumes that a news event occurs with 
the probability of α before each trading session. The news event is a bad one with the 
probability of δ and a good one with the probability of 1– δ. The daily arrival of traders 
follows independent Poisson processes. Informed traders arrive at the rate of μ and 
uninformed liquidity buyers (sellers) arrive at the rate of εb (εs). The likelihood function of 
this trade process on a given day is given by 
 

 
 
where B(S) is the number of buyer- (seller-) initiated trades on a given day. Using the series 
of buy and sell trades over our study period, we estimate model parameters by maximizing 
the likelihood function. We then measure the probability of information-based trading by 
PIN = αμ/(αμ+εb+εs). 
 
3.2. Tick sizes and trading costs 

 
The tick size on the KSE varies with share price in the following manner (where 

₩ denotes Korean Won): ₩ 5 if share price is below ₩ 5,000; ₩ 10 if share price is between 
₩ 5,000 and ₩ 10,000; ₩ 50 if share price is between ₩ 10,000 and ₩ 50,000; ₩ 100 if share 
price is between ₩ 50,000 and ₩ 100,000; ₩ 500 if share price is between ₩ 100,000 and 
₩ 500,000; and ₩ 1,000 if share price is above ₩ 500,000. Note that the largest tick size on 
the KSE is equivalent to about one U.S. dollar and the second largest is equivalent to about 
50 cents. 

Table 1 shows the mean value of spreads for our entire sample of 651 stocks, for stocks 
within each tick size group, and for stocks within each firm size and tick size group. The 
number (percentage) of stocks within each tick size group (₩ 5, ₩ 10, ₩ 50, and ₩ 50+) are 
322 (49.46%), 149 (22.89%), 158 (24.27%), and 22 (3.38%), respectively.1  For the whole 
sample, the mean quoted spread is 1.0445% and the mean effective spread is 1.0510%. The 
mean effective spread is slightly greater than the mean quoted spread, indicating that at 
least some orders were larger than the quoted depth at the inside market. 

We find no clear pattern in the relation between the mean spread and tick size for the 
whole sample. For example, the mean quoted spread of stocks with the tick size of ₩ 5, 

                                            
1 The tick size group ₩50+ includes all stocks with a tick size larger than ₩50. 
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₩ 10, ₩ 50, and ₩ 50+ are 1.0503, 1.1306, 1.0158, and 0.5829, respectively. We find 
qualitatively similar results for the effective and realized spreads. It is unlikely, however, 
that we can observe the true relation between the spread and tick size from the whole 
sample, because both trading volume (and thus the spread) and share price (and thus the 
tick size) are highly correlated with firm size. 

The second panel of Table 1 shows the relation between the spread and tick size after 
controlling for firm size. For this result, we first cluster our study sample of stocks into 
three portfolios according to their market capitalizations. We then calculate the mean 
spread of stocks within each tick-size group for each firm-size portfolio. The results show 
that the mean quoted, effective, and realized spreads of stocks with large tick sizes tend to 
be greater than those of stocks with small tick sizes. For example, for stocks in the smallest 
firm-size portfolio, the mean quoted spread of stocks with the tick size of ₩ 5, ₩ 10, and 
₩ 50 are 1.1459, 1.3637, and 1.4324, respectively. We find similar results for the effective and 
realized spreads.  

Table 1 also shows estimates of the binding probability (BND) for the whole sample and 
for each tick size group. The binding probability is the probability that the tick size is a 
binding constraint on absolute spreads, measured by the percentage of quoted spreads that 
are equal to the tick size. The results show that about 40% of quoted spreads are equal to 
the tick size for the whole sample, and nearly 60% of quoted spreads are equal to the tick 
size for stocks with the largest tick size. More importantly, about 30% of quoted spreads are 
equal to the tick size for stocks in the smallest firm-size portfolio as a whole, and more than 
87% of quoted spreads are equal to the tick size for stocks in the largest firm-size portfolio 
as a whole. These results indicate that traders on the KSE (especially those who buy and sell 
shares of large companies) are paying unnecessarily large trading costs because of the 
artificially imposed large tick sizes. 

To further examine the effect of tick sizes on the quoted spread, we regress the quoted 
spread on three dummy variables, D10, D50, and D50+ for different tick sizes (₩ 10, ₩ 50, 
and ₩ 50+) and the control variables that have been shown to explain cross-sectional 
variation in the spread (see, e.g., Harris, 1994). These variables include market value of 
equity (MVE), dollar trading volume (VOLUME), return volatility (VOLATILITY), the 
probability of information-based trading (PIN), and the inverse of share price (INVPRICE). 
We measure return volatility by the standard deviation of daily closing quote-midpoint 
returns. 

The results (see Table 2) show that the regression coefficients on D10, D50, and D50+ are 
all positive and significant, indicating that the mean spreads of stocks with ₩ 10, ₩ 50, and 
₩ 50+ tick are all larger than the mean spread of stocks with ₩ 5 tick. In addition, the 
regression coefficients on D10, D50, and D50+ increase with the tick size and the differences 
are statistically significant according to the F-test (see the bottom rows). The regression 
results for the control variables are similar to those reported in prior research: the spread is 
positively related to return volatility, PIN, 1/Price, and firm size, and negatively to trading 
volume. We obtain similar results when we replicate the above analyses with the 
percentage effective spread.  

To determine whether the binding probability differs across stocks with different tick 
sizes, we regress the percentage of quoted spreads that are equal to the tick size (i.e., BND) 
on D10, D50, and D50+, and the control variables that are likely to determine the binding 
probability, such as firm size, trading volume, return volatility, PIN, and quoted depth. The 
results (see the second column in Table 2) show that the binding probability monotonically 
increases with the tick size. The results of the F-test show that there are significant 
differences in regression coefficients between adjacent tick size dummy variables. On the 
whole, these results indicate that the large tick sizes imposed on high-price stocks are 
significant binding constraints on spreads and thus the positive and significant regression 
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coefficients on D10, D50, and D50+ in the quoted spread regression model can be attributed, 
at least in part, to these binding constraints. 

 
 
IV. Projection of trading costs 

 
 
Harris (1994) projects the spreads that would be quoted if traders could use a finer price 

grid using a discrete model of bid-ask spreads. In this section, we use the same method to 
examine the effect of tick size changes on the spread and binding probability. 
 
4.1. Discrete spread model 

 
The frequency of the discrete spread in the nth tick size step can be expressed in terms of 

the cumulative distribution of the unrounded spread: 
 

 
 
where SP is the observed (discrete) spread, RT is the ratio of tick size to share price, Φ is the 
cumulative distribution function of the unrounded spread, and θ is a set of distributional 
parameters. Following Harris (1994), we assume that the unrounded spread follows a 
gamma distribution. The gamma distribution is a reasonable approximation of the 
distribution of the unrounded spread because it is defined over positive numbers and it 
could accommodate a rich family of distributional shapes. 

The mean unrounded spread (in log), MSP, is specified by the following model: 
 

 
 

where MVE, VOLUME, VOLATILITY, PIN, and INVPRICE denote the market value of 
equity (in log), dollar trading volume (in log), return volatility, the probability of 
information-based trading, and the inverse of average share price (in log), respectively. We 
drop stocks with ₩ 50+ tick size because of the small sample size. 

We estimate the parameters of the gamma distribution and betas of equation (6) using 
the maximum likelihood estimation method. The multinomial log likelihood is given by the 
following equation: 
 

 
 

wherePˆ is the observed frequency of spreads in the nth tick size step, N is the maximum 
number of tick size steps under consideration, and K is the number of stocks. In the 
estimation, we use only those stocks that remained in the same tick size group during our 
study period. The number of stocks in each tick size group in the final sample is 243 for ₩ 5, 
34 for ₩ 10, and 101 for ₩ 50, respectively. 
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Table 3 shows the maximum likelihood estimation results. The estimated coefficients on 
independent variables are similar to those reported in Table 2. The effect of (inverse) share 
price on the unrounded spread varies with the tick size, which is consistent with Harris’s 
prediction. The shape parameter is in the neighborhood of one.  

The fitted gamma distribution is determined by the spread model in Table 3. To project 
the spread under a new tick size, we obtain the projected gamma distribution using the 
coefficient on the dummy variable for the new tick size. For example, for a tick size change 
from ₩ 50 to ₩ 10, we use the estimated coefficient on the ₩ 10 tick size dummy to obtain 
the projected unrounded spread. We then discretize the projected distribution by the new 
tick size and calculate the projected spread.  

Panel A of Table 4 shows the quoted, fitted, and projected spreads for each of the three 
tick size groups, together with the results of the t-test on whether the difference between 
the quoted and fitted (or projected) spreads is statistically significant. We show the results 
for the entire study sample as well as for each of the three firm-size portfolios. 

The results show that a reduction in the tick size would lead to a significant decrease in 
the spread. For instance, if the tick size is reduced from ₩ 5 to ₩ 1, the percentage quoted 
spread is projected to decrease from 0.8941% to 0.4542% for the whole sample, and the 
difference is statistically significant at the 1% level. For the same tick size change, the 
percentage quoted spread is expected to decrease from 0.9558%, 0.3717%, and 0.1821% to 
0.4853%, 0.1939%, and 0.0648% for stocks of small, medium, and large companies, 
respectively. Likewise, if the tick size is reduced from ₩ 50 to ₩ 10, the spread is projected 
to decrease significantly from 0.8060% to 0.3475% for the whole sample. Overall, our results 
suggest that the existing tick sizes are significant binding constraints on bid-ask spreads on 
the KSE and that the relaxation of these constraints would reduce trading costs.  

To confirm whether the projected decrease in spreads is indeed largely due to the 
reduction in the binding probability, we apply the above procedure to obtain the fitted and 
projected binding probabilities. Panel B of Table 4 shows that if the tick size is reduced from 
₩ 5 to ₩ 1, the binding probability would decrease from 49.97% to 24.99% for the whole 
sample. For the same tick size change, the binding probability would decrease from 48.25%, 
62.94%, and 88.23% to 23.99%, 31.79%, and 55.31% for stocks of small, medium, and large 
companies, respectively. Likewise, if the tick size is reduced from ₩ 50 to ₩ 10, the binding 
probability would decrease from 46.50% to 26.14% for the whole sample. Overall, these 
results confirm our conjecture that the existing tick sizes on the KSE are indeed significant 
binding constraints on spreads.2 
 
4.2. Quoted depths and binding probability 

 
If the tick size is larger than the equilibrium spread, liquidity providers are likely to 

quote larger depths than they would otherwise because they find liquidity provision a 
profitable enterprise (Harris, 1994). Hence, we expect larger depths for stocks with larger 
tick sizes or greater binding probabilities. Stocks with larger tick sizes are also likely to have 
larger depths because liquidity providers are subject to lower risks of front running with 
such stocks. In addition, Seppi (1997) shows that the limit order book's cumulative depth 
decreases as the tick size decreases. Indeed, prior research finds smaller depths after tick 
size reductions on various exchanges (Bacidore, 1997; Porter and Weaver, 1997; Goldstein 
and Kavajectz, 2000). 

                                            
2 Our projection is based on the assumption that the tick size change does not affect stock attributes, such as 

number of trades, trade size, and return volatility. If the tick size reduction results in greater trading volume 
and/or lower return volatility, our projection would be inaccurate. 
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To examine the effect of tick sizes on the quoted depth, we regress the quoted depth 
(DEPTH) on D10, D50, and D50+, as well as on the control variables that have been shown to 
explain cross-sectional variation in depths (see Harris, 1994). These variables include 
market value of equity (MVE), dollar trading volume (VOLUME), the bid-ask spread 
(SPREAD), the probability of information-based trading (PIN), and return volatility 
(VOLATILITY). We also estimate the model using our empirical proxy for the binding 
probability (BND) instead of D10, D50, and D50+.  

As discussed above, we expect a positive relation between the depth and binding 
probability, and positive, larger regression coefficients on dummy variables for lager tick 
sizes. We expect a positive relation between the depth and spread because the liquidity 
supply schedule has a positive slope (see Harris, 1994). We expect a negative relation 
between the depth and PIN if liquidity providers are less willing to commit large depths 
when adverse selection risks are higher. Likewise, to the extent that adverse selection 
problems are greater for riskier stocks, liquidity providers are likely to quote smaller 
depths for stocks with higher return volatility. We conjecture that the depth is positively 
related to both MVE and VOLUME because stocks of larger companies tend to have lower 
adverse selection risks and high volume stocks would require greater depths. 

The first and second columns of Table 5 show the regression results. Consistent with our 
expectation, the depth is positively and significantly related to the binding probability. The 
results also show that the estimated coefficients on D50 and D50+ are significant and positive, 
indicating that liquidity providers post larger depths for stocks with larger tick sizes. The 
regression coefficient on D10 is negative and significant, indicating that the average depth of 
stocks with the second smallest tick size (₩ 10) is slightly smaller than the average depth of 
stocks with the smallest tick size (₩ 5). This result is at odds with our expectation and it is 
unclear what drives the result. Consistent with our expectation, the depth is positively 
related to MVE, VOLUME, and SPREAD, and negatively related to VOLATILITY in both 
regression models. Contrary to our expectations, however, the depth is positively and 
significantly related to PIN. A possible explanation for the positive relation between the 
depth and PIN is that, all things being equal, informed traders have a greater incentive to 
trade stocks with larger depths because the price impact of a trade is smaller for such stocks. 
Indeed, we show in the next section that PIN is positively related to the depth, after 
controlling for other determinants of information-based trading. 

Although we find evidence of larger spreads associated with larger tick sizes in Section 
3, the net effect of the tick size on liquidity is unclear because larger tick sizes also 
accompany larger depths. Unless we have a clearly defined trade-off function between 
spreads and depths, it is difficult to measure the net effect of smaller tick sizes on liquidity. 

To shed some light on the net effect, we calculate the following market quality index 
(MQI) suggested by Bollen and Whaley (1998):3 
 

 
 
We then regress MQI on D10, D50, and D50+, and the control variables (i.e., MVE, 

VOLUME, and VOLATILITY, PIN).  
The results (see Table 5) show that the regression coefficients on D10, D50, and D50+ are 

all negative and significant, indicating that the market quality indices of stocks with ₩ 10, 
                                            

3 This measure assumes a linear liquidity supply schedule (i.e., a linear tradeoff between the spread and depth), 
which may not correctly capture actual preferences of liquidity providers. 
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₩ 50, or ₩ 50+ tick are all smaller than the market quality index of stocks with ₩ 5 tick. In 
addition, the regression coefficients on D10, D50, and D50+ decrease with the tick size and 
the differences are statistically significant according to the F-test. These results indicate that 
larger tick sizes generally have detrimental effects on liquidity on the KSE. 
 
4.3. Do large tick sizes discourage information-based trading? 

 
Informed traders make asset markets informationally efficient because private 

information is impounded into asset price through their trading. If the trading cost 
imposed by large tick sizes were greater than the value of private information they possess, 
informed traders would not trade. Anshuman and Kalay (1998) consider an analytical 
model in which they show that large tick sizes reduce the value of private information. 
Hence, the tick size may affect market quality not only through its impact on spreads, 
depths, and binding probabilities, but also through its impact on the informational 
efficiency of asset price. 

In this section, we examine the effect of tick sizes on the informational efficiency of asset 
price by comparing the probability of information-based trading across stocks with 
different tick sizes. We conjecture that all things being equal, informed traders are more 
likely to trade those stocks that have a smaller tick size because the smaller the tick size, the 
higher the probability that the value of private information is greater than the trading cost. 
To the extent that smaller tick sizes encourage information-based trading, prices of stocks 
with small tick sizes would be more informative than prices of stocks with large tick sizes 
(because it is the information-based trading that makes asset prices efficient). To test this 
conjecture, we regress PIN on D10, D50, and D50+, and select control variables that are likely 
to be related to PIN, such as MVE, VOLUME, SPREAD, DEPTH, and VOLATILITY. 

Column 3 of Table 5 shows that contrary to our expectation, PIN tends to increase with 
the tick size. The regression coefficient on D10 is significant and positive, and the regression 
coefficient on D50 is significantly greater than the regression coefficient on D10. The 
regression coefficient on D50+ is not significantly different from that on D50. These results 
suggest that information-based trading is more frequent in stocks with larger tick sizes. 
Apparently, informed traders on the KSE are not discouraged by the additional trading cost 
imposed on high-price stocks. 

A possible explanation for the positive relation between PIN and the tick size is that 
there may be more frequent information events as well as more informed traders for stocks 
with 

larger tick sizes, because they tend to be stocks of large companies (with high share 
prices) that 

are followed and monitored by more analysts and traders. Note that a stock can have a 
large PIN value in two ways: more frequent occurrence of information events (i.e., large α) 
and/or more frequent arrival of informed traders (i.e., large μ). Indeed, our (unreported) 
results indicate that both α and μ increase with share price (and thus the tick size). These 
results support the idea that stocks with larger tick sizes have larger PIN values because 
they are typically highly priced, large company shares with more frequent information 
events and greater trader interest. 

Finally, we find that there is more information-based trading in stocks with larger 
market capitalizations, larger spreads and depths, larger return volatility, and smaller 
trading volume. The positive relation between PIN and MVE may be explained by the fact 
that larger companies are likely to have more frequent information events and greater 
trading interest.  
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Spreads and return volatility are positively related to PIN perhaps because stocks with 
larger spreads and higher return volatility are likely to have greater information 
asymmetry problems. 

The positive relation between PIN and the depth may reflect the fact that informed 
traders are 19 more likely to trade stocks with larger depths because larger depths imply 
smaller price impacts of trades. 

 
 

V. Comparison of the spreads of KSE and NYSE stocks 
 
 
In the previous sections, we perform inter-stock comparisons of spreads using a sample 

of stocks listed on the KSE to determine the effect of the stepwise tick structure on trading 
costs. In this section, we further examine the effect of the stepwise tick system on spreads 
by comparing the spreads of KSE and NYSE stocks. In particular, we examine whether 
there is a significant difference in spreads between KSE and NYSE stocks and whether the 
difference (if it exists) can be explained by their differential tick structure.  

While the KSE imposes larger mandatory tick sizes on higher priced stocks, the NYSE 
has used a uniform tick size of one cent across all price levels since its decimalization in 
2001. Figure 1 compares the tick structure of the two markets. Note that tick sizes on the 
KSE are at least 0.1% of share price at all price levels, whereas the ratio of tick size to price 
declines monotonically on the NYSE. The KSE differs significantly from the NYSE in 
market structure.  

The KSE is a pure electronic limit order market where buyers and sellers interact 
directly to find best prices without a participation of market makers. In contrast, the NYSE 
is a hybrid market in which the specialists play a significant role as ‘the liquidity provider 
of last resort’ in compliance with their affirmative obligation. The specialists have an 
affirmative obligation to maintain a market presence as well as a fair and orderly market. 
This obligation requires the specialist to provide liquidity when the level of liquidity 
provided by public traders is inadequate. 

In what follows, we compare the spreads of KSE and NYSE stocks to determine whether 
the difference in spreads between the two groups of stocks can be explained by their 
differences in tick structure, market structure, or both. If the difference in spreads between 
KSE and NYSE stocks is systematically related to their tick structure, the difference is likely 
due to tick structure. If the difference in spreads cannot be accounted for by tick structure, it 
may be due to market structure. 
 
5.1. Matching procedure and sample characteristics 

 
To compare the spreads of KSE and NYSE stocks after controlling for differences in their 

attributes, we obtain a matched sample of KSE and NYSE stocks that are similar in trading 
volume, price, return volatility, and market capitalization. To obtain the matched sample, 
we calculate the following matching score for all possible pairs of KSE and NYSE stocks: 
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where Xi represents one of the four stock attributes and superscripts K and N refer to the 
KSE and the NYSE, respectively. For each KSE stock, we select the best matched NYSE 
stock. If a NYSE stock is matched with multiple KSE stocks, we keep the pair with the 
lowest matching score. Finally, we drop the pairs for which the matching score exceeds one. 
This procedure yields 160 pairs of KSE and NYSE stocks that are similar in their attributes. 

Table 6 shows descriptive statistics on the entire study sample and the matched sample, 
respectively. For the entire study sample, KSE stocks have smaller market capitalizations, 
higher return volatility, and smaller trading volume than NYSE stocks. The relative tick 
size (tick size/price) is larger on the KSE, as is the percentage of quoted spreads that are 
equal to the tick size, indicating that the tick size is more frequently a binding constraint on 
the KSE. The probability of information-based trading is higher on the KSE. The mean 
value of PIN for KSE stocks is 20.1% whereas the corresponding figure for NYSE stocks is 
13.5%. 

For the matched sample, KSE and NYSE stocks are much more similar in their attributes. 
The average market capitalization of KSE and NYSE stocks are $736 and $738 million, 
respectively. The average price of KSE stocks is $13.95 and the average price of NYSE 
stocks is $12.73. The average trading volume of KSE stocks is $5,450,000 whereas the 
corresponding value for NYSE stocks is $5,306,000. The average standard deviation of daily 
closing quote-midpoint returns for KSE and NYSE stocks are 2.81% and 3.03%, respectively. 
 
5.2. Comparison of trading costs between matched KSE and NYSE stocks 
 

Table 7 compares the spreads of KSE and NYSE stocks. The table also shows the results 
of the t-test and the Wilcoxon signed rank test. We show the results for the entire matched 
sample, for each firm size group, and for each tick size group. Panel A shows that for the 
entire sample of matched stocks, the average quoted spread of KSE stocks (0.73%) is smaller 
than that of NYSE stocks (0.87%) and the difference is statistically significant at the 1% (5%) 
level according to the t-test (the Wilcoxon signed rank test). This result suggests that the 
KSE’s electronic limit order market provides cheaper executions than the NYSE’s hybrid 
market for our matched sample of stocks as a whole. 

When we compare the spreads of KSE and NYSE stocks within each firm size group, the 
mean quoted spread of KSE stocks is significantly smaller than that of NYSE stocks for 
stocks in the smallest firm size group. In contrast, the mean quoted spread of KSE stocks is 
significantly larger than that of NYSE stocks for stocks in the largest firm size group. These 
results are at odds with our initial expectations. To the extent that shares of smaller 
companies are traded less actively, our initial expectation was that the performance of the 
pure limit order market (the KSE) relative to that of the hybrid market (the NYSE) would be 
poorer for smaller companies (because liquidity provision by limit order traders increases 
with trading activity). If this were the case, the KSE would exhibit larger spreads than the 
NYSE for thinly traded stocks of small companies. However, our results do not support this 
line of thought. Apparently, the observed pattern of differential spreads between KSE and 
NYSE stocks cannot be explained by the difference in market structure between the KSE 
and the NYSE. 

A possible explanation for these results is the differential tick structure between the two 
markets. Perhaps the larger quoted spread of large KSE stocks (relative to that of large 
NYSE stocks) may be attributed to the fact that they are typically high-price stocks that are 
subject to larger tick sizes. These KSE stocks may have larger spreads because they have 
large tick sizes that are frequently a binding constraint on the spread. To test this conjecture, 
we cluster our matched sample of KSE and NYSE stocks according to the tick size and 
compare the mean spread of KSE stocks to that of NYSE stocks within each tick size group. 
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Panel B of Table 7 shows the results. The results show that the mean quoted spreads of 
KSE stocks that belong to smaller tick size groups (₩ 5 and ₩ 10) are significantly smaller 
than the mean quoted spreads of matched NYSE stocks. In contrast, the mean quoted 
spreads of KSE stocks that belong to larger tick size groups (₩ 50 and ₩ 50+) are 
significantly larger than the mean quoted spreads of matched NYSE stocks. Similarly, the 
mean effective spreads of KSE stocks that belong to smaller (larger) tick size groups are 
significantly smaller (larger) than the mean effective spreads of matched NYSE stocks. 
These results support our conjecture that large tick sizes imposed on high-price stocks on 
the KSE are significant binding constraints on absolute spreads, resulting in larger spreads 
for these stocks.  

Indeed, Panel C shows that the binding probability on the KSE is significantly higher 
than the binding probability on the NYSE across all tick sizes. More importantly, the 
binding probability increases monotonically with the tick size (from 30.80%, 42.81%, 58.45%, 
and to 74.24%) on the KSE. Interestingly, the binding probability tends to decrease for the 
matched NYSE stocks. The lowest mean binding probability (13.78%) of those NYSE stocks 
that are matched with the KSE stocks with the largest tick size reflects that these NYSE 
stocks are likely to be high priced, large volume stocks. In the same vein, Panel C also 
shows that the relative tick size (tick size/price) of KSE stocks does not decrease with the 
tick size, whereas it declines monotonically with the tick size on the NYSE. 

To shed some light on the effect of the stepwise tick structure on market liquidity, we 
also compare the market quality index (MQI) of KSE and NYSE stocks. The results (see 
Panel D) show that the average market quality index of NYSE stocks is significantly smaller 
than the average market quality index of KSE stocks that belong to the first three tick size 
groups (i.e., ₩ 5, ₩ 10, and ₩ 50). In contrast, the average market quality index of NYSE 
stocks is greater than the average market quality index of KSE stocks that belong to the 
largest tick size group (₩ 50+). Although these results support the idea that the large tick 
size imposed on highly priced KSE stocks has a detrimental effect on market liquidity, they 
should be interpreted with caution because the validity of MQI depends critically on its 
underlying assumption of the linear liquidity supply function. 

On the whole, our results suggest that the KSE’s electronic limit order market provides 
cheaper executions than the NYSE’s hybrid system. Our results also suggest that the 
efficiency of the KSE system could be further enhanced if the larger tick sizes imposed on 
high-price stocks were replaced with smaller ones. 

It is important to note that our study is not a general comparative analysis of trading 
costs between the KSE and the NYSE because our study sample includes only those KSE 
stocks that can be matched with a NYSE stock based on the four stock attributes. Many 
stocks on the KSE are not included in our study sample because they are generally much 
smaller (in terms of MVE) or less active (in terms of VOLUME) than any of the available 
NYSE stocks. Likewise, many stocks on the NYSE are not included in our study sample 
because they are much larger or more active than any of the available KSE stocks. To the 
extent that these nonmatched KSE (NYSE) stocks are likely to have larger (smaller) spreads 
than any of the remaining NYSE (KSE) stocks, our study does not provide evidence as to 
the overall performance of the KSE and the NYSE. 
 
 

VI. Summary and concluding remarks 
 
 
A number of stock markets across continents use the stepwise tick system in which the 

tick size increases with share price. These markets impose larger tick sizes on higher priced 
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stocks based on the belief that the tick size relative to share price should not be too small 
because, for example, smaller tick sizes may lead to low liquidity due to the higher risk of 
front running. Despite the prevalence of the stepwise tick systems, the efficacy of these 
systems is not well understood. In this study we examine the effects of the stepwise tick 
structure on trading costs and other measures of market quality using data from the Korea 
Stock Exchange and the New York Stock Exchange. 

Our results indicate that large tick sizes imposed on high-price stocks have detrimental 
effects on market quality because they are frequently a binding constraint on bid-ask 
spreads. We find evidence that relaxation of large tick sizes imposed on high-price stocks 
could significantly reduce the trading costs on the KSE. Using the matched sample of KSE 
and NYSE stocks that are similar in price, return volatility, trading volume, and market 
capitalization, we find that the average spread of KSE stocks is smaller than the average 
spread of NYSE stocks. We interpret this result as evidence that the electronic limit order 
market provides cheaper executions than the NYSE’s specialist system, although the 
generality of this claim is yet to be established because of the limited nature of our study 
sample. 

Despite the overall superior performance of the KSE’s electronic limit order market, the 
mean quoted and effective spreads of KSE stocks that belong to larger tick size groups are 
significantly larger than those of matched NYSE stocks. Hence, our results suggest that the 
efficacy of the KSE system could be further enhanced if the larger tick sizes imposed on 
highprice stocks were replaced with smaller ones. 

Although the results of our study underscore the benefit of smaller tick sizes in terms of 
smaller trading costs, there are multiple dimensions (such as the speed of price discovery) 
of market quality that need to be addressed for a comprehensive evaluation of a given tick 
system. Similarly, although we find that the average spread of KSE stocks is smaller than 
that of NYSE stocks, the result should be interpreted with great caution with respect to the 
relative performance of the electronic limit order market and the hybrid-specialist market 
because our study sample of matched KSE and NYSE stocks includes only a small subset of 
the entire population and there are other dimensions of market quality that are not 
examined in our study. 
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Table 1. The bid-ask spread and binding probability on the Korea Stock Exchange  
 

This table shows the mean bid-ask spread and binding probability for our study sample 
of 651 KSE stocks during the three months period from April 2003 to June 2003. We obtain 
the percentage quoted (effective) spread for each quote (trade) and then calculate the 
time-weighted (trade-weighted) mean percentage quoted (effective) spread for each stock. 
Similarly, we obtain the percentage realized spread using the quote midpoint five minutes 
after the trade. We then calculate the trade-weighted mean realized spread for each stock. 
The binding probability is the probability that the tick size is a binding constraint on 
absolute spreads, measured by the percentage of quoted spreads that are equal to the tick 
size. A firm is categorized as small, medium, or large if its market capitalization is smaller 
than $100 million, between $100 million and $1 billion, or greater than $1 billion. We 
convert Korean Won into U.S. dollars using the exchange rates during the study period. 
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Table 2. Effects of tick sizes and stock attributes on the quoted spread and binding 
probability 

 
To examine the effect of tick sizes on the quoted spread, we regress the quoted spread 

on three tick size dummy variables, D10, D50, and D50+, and the following control 
variables: market value of equity (MVE), dollar trading volume (VOLUME), return 
volatility (VOLATILITY), the probability of information-based trading (PIN), and the 
inverse of share price (INVPRICE). We measure return volatility by the standard deviation 
of daily closing quotemidpoint returns. We estimate the probability of information-based 
trading (PIN) using the model in Easley, Hvidkjaer, and O’Hara (2002). To examine the 
effect of tick sizes on the binding probability, we regress the binding probability on D10, 
D50, D50+, MVE, VOLUME, VOLATILITY, PIN, and DEPTH, where DEPTH denotes the 
quoted depth. We use log of MVE and VOLUME in the regressions. Numbers in 
parenthesis are t-statistics. 

The bottom two rows show the F-statistics for testing the equality of two regression 
coefficients on respective tick size dummy variables. 
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Table 3. Maximum likelihood estimation of the discrete spread model 
 

This table shows the results of maximum likelihood estimation of the discrete spread 
model. We use only those KSE stocks that remain in the single tick size category 
throughout the study period. The spread model includes the following variables: D5, D10, 
D50, market value of equity (MVE), dollar trading volume (VOLUME), return volatility 
(VOLATILITY), the probability of information-based trading (PIN), and the interaction 
variable between each tick size dummy variable and the inverse of share price (INVPRICE). 
We measure return volatility by the standard deviation of daily closing quote-midpoint 
returns. We estimate the probability of information-based trading (PIN) using the model in 
Easley, Hvidkjaer, and O’Hara (2002). We use log of MVE, VOLUME, and INVPRICE in the 
regression. 
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Table 4. Projected spreads and binding probability by the discrete spread model 

 
Panel A shows the quoted, fitted, and projected spread by the discrete spread model. 

We obtain the projected spread based on the assumption that the current tick size is 
reduced to the next smaller tick size. Hence, for stocks with the tick size of ₩5, we obtain 
the projected spread under the assumption that the new tick size is ₩1. Likewise, for stocks 
with the tick size of ₩10 (₩50), we obtain the projected spread under the assumption that 
the new tick size is ₩5 (₩10). A firm is categorized as small, medium, or large if its market 
capitalization is smaller than $100 million, between $100 million and $1 billion, or greater 
than $1 billion. Panel A also shows two t-statistics for each tick size group. The first 
t-statistic is for testing the equality of mean between the quoted and fitted spreads. The 
second t-statistic is for testing the equality of mean between the quoted and projected 
spreads. We repeat the above tests using the binding probability (BND) and show the 
results in Panel B. The binding probability is the probability that the tick size is a binding 
constraint on absolute spreads, measured by the percentage of quoted spreads that are 
equal to the tick size. 
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Table 5. Determinants of the quoted depth, market quality index, and the probability of 
information-based trading 

 
To examine the effect of tick sizes on the quoted depth, we regress the quoted depth on 

market value of equity (MVE), dollar trading volume (VOLUME), quoted spread 
(SPREAD), return volatility (VOLATILITY), the probability of informationbased trading 
(PIN), and either the binding probability (BND) or the three tick size dummy variables. We 
estimate the probability of information-based trading (PIN) using the model in Easley, 
Hvidkjaer, and O’Hara (2002). We measure return volatility by the standard deviation of 
daily closing quote-midpoint returns. The binding probability is the probability that the tick 
size is a binding constraint on absolute spreads, measured by the percentage of quoted 
spreads that are equal to the tick size. To examine the effect of tick sizes on the market 
quality index (MQI), we regress MQI on D10, D50, D50+, MVE, VOLUME, PIN, and 
VOLATILITY. To examine the effect of tick sizes on PIN, we regress PIN on D10, D50, D50+, 
MVE, VOLUME, VOLATILITY, and SPREAD. We use log of MVE, VOLUME, and MQI in 
the regression. Numbers in parenthesis are t-statistics. The bottom two rows show 
F-statistics for testing the equality of two regression coefficients on respective tick size 
dummy variables. 
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Table 6. Descriptive statistics on the whole and matched samples 
 
This table show descriptive statistics on the whole and matched samples of KSE and 

NYSE stocks. To obtain the matched sample, we calculate the following matching score for 
all possible pairs of KSE and NYSE stocks: 
 

 
 

where Xi represents one of the four stock attributes (market value of equity, share price, 
dollar trading volume, and return volatility) and superscripts K and N refer to KSE and 
NYSE, respectively. For each KSE stock, we select the best matched NYSE stock. When a 
NYSE stock is matched with multiple KSE stocks, we keep the pair with the lowest 
matching score. Finally, we drop the pairs for which the matching score exceeds one. This 
procedure yields 160 pairs of KSE and NYSE stocks that are similar in the four matching 
variables. Return volatility is the standard deviation of daily closing quote-midpoint 
returns, PIN is the probability of informationbased trading, Binding probability is the 
percentage quoted spreads that are equal to the tick size, Quoted depth is the number of 
shares available at the best bid and ask, and Tick size/price is the ratio of tick size to share 
price. 

We convert Korean Won into U.S. dollars using the exchange rates during the study 
period. 
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Table 7. Matched sample comparisons of trading costs between KSE and NYSE stocks 
 

Panels A and B compare the mean spreads of KSE and NYSE stocks. In each panel, we 
show the results of the t-test (t) and the Wilcoxon signed rank test (z) for testing the 
equality of two means. We show the results for the entire matched sample, for each firm 
size group, and for each tick size group. A firm is categorized as small, medium, or large 
when its market capitalization is smaller than $100 million, between $100 million and $1 
billion, or greater than $1 billion. Panel C compares the mean tick/price ratio and the 
binding probability between KSE and NYSE stocks for each tick size group. Binding 
probability is the probability that the tick size is a binding constraint on absolute spreads, 
measured by the percentage of quoted spreads that are equal to the tick size. Panel D 
compares the quoted depth and the market quality index between KSE and NYSE stocks 
for each tick size group. 
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Figure 1. This figure shows the structure of tick size on the KSE and the NYSE. 

 
 

Both axes are log-transformed and based on dollar value. The solid line depicts the 
relative tick size (i.e., tick size/share price) as a function of share price on the Korea Stock 
Exchange and the dashed line depicts the relative tick size as a function of share price on 
the New York Stock Exchange. 
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Abstract 
 

This paper empirically investigates the finance-growth linkage in Korea by utilizing 
firm-level data of manufacturing industries before and after the 1997 financial crisis. We 
find that, first, an increase in external finance is associated with a faster subsequent capital 
accumulation of firms. However, this capital accumulation channel became relatively 
attenuated after the crisis. Second, the total factor productivity growth effect of external 
finance has been considerably weak both before and after the crisis. Third, the information 
production and industry restructuring effects of external finance have also remained weak 
despite the gradual improvement after the crisis. While the limited role of finance in 
post-crisis Korea partially reflects sluggish corporate investment and weakening 
dependence of good credit firms on external finance, in order to effectively sustain 
economic growth, further reform efforts are required to upgrade resource allocation and 
governance roles of financial markets and institutions. 
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I. Introduction 
 
 
The Asian financial crisis in 1997-98 has highlighted the importance of a robust and 

efficient financial system for sustainable growth of an economy. An efficient financial 
system contributes to economic growth through better allocation of resources and 
monitoring of fund users, which results in higher aggregate productivity. While the Korean 
economy had recorded remarkably high growth rates up to early 1990s, the slowdown of 
total factor productivity (TFP) growth throughout the 1990s and the outbreak of financial 
crisis in 1997 raised significant doubts on the effectiveness of its financial system in 
sustaining further development of the Korean economy. 

It has been argued that Korea’s financial crisis has resulted from the weakening of 
investment discipline and distorted financial flows under the system of government implicit 
guarantee, a legacy of the state-led growth policies during the development era. For this 
reason, while it may be difficult to entirely refute the positive role of Korea’s financial sector 
in mobilizing financial saving and encouraging capital formation, numerous commentators 
have questioned the validity of the claim that the financial sector had contributed to economic 
growth by accelerating productivity growth in pre-crisis Korea.1 

Given the criticism, the post-crisis financial reform efforts have focused on rehabilitating 
and upgrading Korea’s financial system in order to transplant a new paradigm more 
suitable for sustainable growth. Over the past ten years since 1997, a remarkable progress 
has been made in reforming Korea’s financial system to make it healthier and more 
sophisticated. Indeed, as an outcome of rapid consolidation and conglomeration driven by 
the publicly funded restructuring program, the capital adequacy and profitability of banks 
and non-bank financial institutions have improved remarkably, and capital markets have 
expanded both in size and deepness. The resolution of massive corporate failures also 
served as a credible signal that the traditional implicit guarantee and moral hazard-based 
paradigm would no longer persist. 

While the post-crisis financial reform has led to noticeable changes in the behavior of 
fund users and financiers, little has been known yet on the extent of improvement in 
financial market efficiency in post-crisis Korea. For instance, Borensztein and Lee (1999) 
report that financial credits appear to have been reallocated in favor of more efficient firms 
after the 1997 crisis relative to the pre-crisis episode. Hahm (2007) investigates both macro 
flow of funds and micro firm level data and finds that, despite substantial improvement in 
risk management and credit allocation practices at individual financial institutions, savings 
have not been smoothly channeled to more productive investment opportunities at the 
macroeconomic level due to the phenomenon of flight to quality and excessive 
concentration of financial saving in the banking sector. Hahm also argues that this gridlock 
has partly resulted from the ‘bank-first’ and ‘static performance-based,’ government-led 
financial restructuring program.  

Indeed, despite the rapid expansion of financial assets in the post-crisis period, it is not 
clear yet whether such a tangible progress in financial sector development is effectively 
linked with the productivity growth of firms in the corporate sector. This is a particularly 
important concern when we observe the recent stagnation of corporate investment and 
excessive fund flows into the real estate sector. 

In this paper, by utilizing firm level data before and after the 1997 financial crisis, we 
investigate the relationship between external finance and two sources of firm level 
growth – physical capital accumulation and TFP growth in Korea. To our knowledge, 

                                            
1 For empirical studies on the investment behavior and efficiency of credit allocation in pre-crisis Korea, see 

Borensztein and Lee (1998), Cho and Kim (1997), Claessens et al. (1998), Hahn (1999) and Lee (2000) among others.  
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little attempts have been made to study the relationship between financial development 
and TFP growth in Korea neither at the industry level nor at the firm level. More 
specifically, in an attempt to empirically assess the role of external finance in promoting 
economic growth in Korea, we address the following questions: 

 Does an increased access to external finance enhance subsequent growth rates in 
firm level output, physical capital, R&D investment and total factor productivity? 

 Does above relationship differ across alternative sources of external finance - 
banks, non-banks, and capital markets such as bond and equity? 

 Is there a structural shift in the relationship between external finance and firm 
level growth factors across the 1997 financial crisis? 

 Does the availability of industry-wide external finance exert positive externalities 
for firm level growth by ameliorating information asymmetry? Namely, do firms 
with higher information asymmetry tend to benefit more from the availability of 
external finance? 

 Does the availability of industry-wide external finance facilitate entry of new firms? 
The present paper is organized as follows. Section II provides an overview of the 

literature on the relationship between financial development and economic growth. Section 
III describes and characterizes the pattern of corporate investment and its financing 
behavior before and after the 1997 financial crisis. Section IV discusses data and TFP 
measures, and provides diagnostic descriptions of the relationship among external credit 
allocation, capital accumulation, and TFP growth in Korean manufacturing industries. 
Section V describes regression models and discusses empirical findings. Finally section VI 
provides a summary and concluding remark. 

 
 
II. Literature Review 

 
 
While economic growth may lead to financial development by expanding demands for 

financial services, a solid body of both theoretical and empirical research indicates that the 
causality may also run from financial development to economic growth. At the 
macroeconomic level, financial development can promote economic growth via three 
channels. First, financial development influences accumulation rates of production factors 
such as physical and human capital by mobilizing financial saving and assuring adequate 
returns to savers. The extent of financial development may influence both the saving rate of 
households by altering saving motives and the fraction of savings that are channeled to 
actual investments. 

Second, an efficient financial system allocates scarce capital from the most productive 
investment opportunities thereby raising aggregate productivity of capital through more 
efficient resource allocation. Sophisticated financial intermediaries and capital markets are 
able to identify profitable investment opportunities and finance relatively risky but 
productive investments by providing risk pooling and sharing opportunities. Third, given 
the information asymmetry and transaction rigidities inherently present in financial 
markets, the process of financial intermediation necessarily involves transaction costs. An 
efficient financial system performs this intermediation function at smaller costs, and 
thereby contributes to economic growth. 

Traditionally, the contribution of financial development was understood as much 
limited since economic growth would be largely subject to diminishing returns to capital. 
Namely, under neo-classical growth models, the steady state per capita growth rate is 
determined by exogenous technology factors. Hence, financial development can influence 
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growth only either by accelerating capital accumulation during the transition process to 
steady state or by affecting the rate of technological progress in the steady state. 

However, with the emergence of endogenous growth theories, the role of financial 
development in supporting economic growth has been highlighted once again. The initial 
hypotheses of Goldsmith (1969), McKinnon (1973), and Shaw (1973) have been revisited 
and reinvestigated by numerous authors under this endogenous growth framework. On 
the theoretical front, for instance, Greenwood and Jovanovic (1990) investigated a general 
equilibrium model in which both the level of financial intermediation and economic 
growth are endogenously determined. They show that financial intermediation promotes 
economic growth by allowing a higher rate of return earned on capital through better 
information processing and investment screening and by enabling pooling of risks. 

In a similar vein, Bencivenga and Smith (1991) studied an endogenous growth model in 
which the equilibrium behavior of competitive intermediaries affects the efficiency of 
resource allocation and the rate of economic growth by providing liquidity and permitting 
risk-averse savers to hold financial assets that are in turn transferred for investment in 
productive capital. In their model, the development of intermediaries allows an economy to 
reduce the fraction of its savings held in the form of unproductive liquid assets, and to 
prevent misallocations of invested capital due to liquidity requirements. 

The hypothesis that financial development exerts a positive influence on economic 
growth has also been empirically investigated by numerous authors. Cross-country 
regression analyses include King and Levine (1993), Levine and Zervos (1998), Levine 
(1998), Beck, Levine and Loayza (2000) among others. They find in general a robust and 
strong relationship between the measures of financial development and economic growth, 
capital accumulation, and productivity growth.2 This body of research also supports the 
causal relationship from financial development to growth by showing that the initial extent 
of financial development tends to be associated with subsequent economic growth. Beck, 
Levine and Loayza (2000) for instance find that financial development contributes more 
through total factor productivity growth rather than accumulation of capital or saving as 
they find no significant relationship between financial development and capital deepening. 

Some authors focused on the industry and firm level evidence. As widely noted, in a 
world with imperfect capital markets and information asymmetry, financial development 
can influence the growth performance of individual firms and industries by ameliorating 
unduly high cost of external financing. As noted by Stiglitz and Weiss (1981), the presence 
of agency cost makes investment of firms more dependent upon internal funds. Hence, the 
availability of and easier access to external finance render firms to resolve credit constraint 
and achieve optimal production scale, and this positive impact would be stronger for firms 
with higher uncertainties in technology and future profitability.  

For instance, using firm level data from 30 countries, Demirguc-Kunt and Maksimovic 
(1998) find that a wider access to external finance tends to encourage long-run growth 
performance of firms. At the industry level, Rajan and Zingales (1998) find that industries 
that are more dependent upon external finance grow faster in countries with more 
developed financial sector and argue that financial development enhances economic 
growth by reducing the cost of external financing. 

Note also that not only physical capital but also R&D investments are significantly 
affected by asymmetric information problems, and thus are likely to be severely 

                                            
2 There exists a large volume of related research that investigates the relationship between financial structure 

and economic growth. See Demirguc-Kunt and Levine (2001) for extant survey on the literature. Based upon a 
broad set of empirical evidence they conclude that, while overall financial development tends to accelerate 
economic growth, financial structure per se does not seem to matter much, and that legal systems that effectively 
protect property rights and contract enforceability tend to determine the extent of financial development. As for the 
seminal empirical work on this law and finance view, see La Porta, et al. (1997, 1998). 
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constrained by firm’s financial situation. Himmelberg and Petersen (1994) find that R&D 
investment is indeed significantly related to cash flow position of firms in U.S. high-tech 
industries. Hence, financial development and increased access to external finance may lead 
to total factor productivity growth by facilitating R&D investment at firm level. 

Another source of the linkage between finance and growth comes from the role of 
external fund providers as they exert ex-post monitoring and corporate controls that 
discipline managers to use funds more efficiently and as envisaged thereby increasing firm 
level productivity and outputs. This governance or delegated monitor function can be 
exercised by enforcing existing financial contracts as well as by not refinancing existing 
credits. For instance, Nickell, Nicolitsas and Dryden (1998), and Nickell and Nicolitsas 
(1999) show that financial pressures, as measured by the ratio of interest payments relative 
to cash flows, have a positive impact on subsequent productivity growth of firms in U.S. 
and Europe. 

At the industry level, financial development may contribute to TFP growth by 
reallocating funds across firms and facilitating exits of unviable firms. Hence, redistribution 
of existing capital across firms can enhance average TFP growth at the industry level. For 
instance, Wurgler (2000) show that the growth rate of industry fixed capital formation is 
more sensitive to the growth rate of industry value-added in financially developed 
countries. Furthermore, industry growth may be accelerated by encouraging entry of new 
promising firms into the industry. Beck, et al. (2001) find strong evidence that economies 
grow faster, new firms form more easily, firms’ access to external financing is easier, and 
firms grow more rapidly in economies with a more developed financial system. In a similar 
context, Beck and Levine (2002) also find that, employing cross-industry and cross-country 
data, legal system efficiency and overall financial development boost industry growth, new 
establishment formation and efficient capital allocation. 

As for evidence in Korea, while there have been relatively little research on the 
relationship between financial development and growth, a couple of recent papers studied 
time-series evidence on the linkage. For instance, Hahm (2005) estimated a vector 
autoregression model using pre-crisis macroeconomic time series data. Hahm finds that a 
development in the banking sector has contributed to fixed capital accumulation. However, 
its impact on total factor productivity growth was much limited. Kim (2003) finds a positive 
relationship between economic growth and the index of financial liberalization constructed 
from various government financial deregulation measures. Lee (2004), Jin, Jinn and Hahm 
(2004) also report evidence supporting the positive role of banking sector in Korea’s 
economic growth using various Granger causality regression models. 

At the industry level, Shyn and Oh (2005) investigated the hypothesis of Rajan and 
Zingales (1998) using Korean data and find a positive role of external finance in promoting 
industrial growth. However, to our knowledge, there has been little systematic research 
that investigates the relationship between TFP growth and external finance at firm level, 
which is the focus of our paper. 

 
 
III. Corporate Investment and Financing Patterns Before and After the 

1997 Financial Crisis 
 
 
Before we focus on the linkage between external finance and growth components of 

firms such as factor accumulation and total factor productivity, an overview of the 
aggregate corporate investment behavior and financing patterns before and after the 1997 
financial crisis must be informative. As is well known, before the crisis, Korea sustained 
high growth rates - average 8.3% in the 1970s, 7.7% in the 1980s, and 7.5% during 
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1990-97. However, Korea’s annual growth rate, when we exclude the unusual crisis and 
recovery period of 1998-99, has slowed down markedly to average 5.2% during 2000-06. 

Among many factors that have contributed to the slowdown of Korea’s economic 
growth, the single largest factor is the significant fall in facility investment. As shown in 
Figure 1, the facility investment to GDP ratio, after briefly recovering in 1999 and 2000, has 
been on a downward trend after the crisis. Indeed, the facility investment to GDP ratio fell 
from 13.8% during 1990-96 to 10.1% during 2001-2006. With the slowdown in corporate 
investment during the post-crisis period, the corporate financing pattern has also changed 
in a notable way, which we now describe from both macro flow of funds and micro firm 
level perspectives. 

 
Figure 1. Corporate Investment to GDP Ratio (%) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Source: Bank of Korea 
 
 

1. Macro Flow of Funds Analysis 
 
Since the 1997 financial crisis, the way in which Korea’s corporate sector finances its 

investment has changed remarkably. One distinctive feature is that firms have relied more 
upon internal financing. After suffering from the highly leveraged financial structure in 
reflection of the large investment and excessive borrowing, the corporate sector has become 
much more conservative in risk taking and investment after the crisis. Consequently, the 
demand for external finance has also substantially decreased. 

Along with this increased conservatism, Korea’s corporate sector underwent a major 
restructuring process substantially downsizing its capital and labor. As a result of the 
restructuring effort, cash flows of major corporate firms have notably improved, which 
made them less reliant on external finance. Indeed, as shown in Figure 2, the share of 
internal financing out of total annual financing flows increased from 29.5% during 
1990-1997 to 54.6% during 1999-2005. Corporate sector's net saving, which is the major 
source of internal finance, has amounted to 30-50 trillion Korean won per year between 
2002 and 2005. 
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Figure 2. Internal and External Corporate Financing (trillion won) 

 Source: Authors’ computation from the Bank of Korea flow of funds data 
 

 
With the decreasing reliance upon external finance, the composition of external 

financing has also changed. Figure 3 shows the outstanding volume of direct and indirect 
financing as a percentage of nominal GDP. Note that, before the crisis, indirect financing 
accounted for a larger share of total external financing. However, direct financing has 
exceeded indirect financing in the post-crisis period. As shown in Figure 4, the slowdown 
in indirect financing was partly due to the reduced volume of non-bank financial 
institutions’ lending as many insolvent non-bank financial institutions were closed. In 
contrast, most of banks survived through the crisis with the help of the government aided 
restructuring program, and were able to expand their lending as households preferred safer 
assets such as bank deposits. 

 
Figure 3. Direct and Indirect Corporate External Financing (% of GDP) 
 

 
Source: Authors’ computation from the Bank of Korea flow of funds data 
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Figure 4. Indirect Financing through Banks and NBFIs (% of GDP) 

 
Source: Authors’ computation from the Bank of Korea flow of funds data 
 

Note that direct financing has also stagnated since 2000. As shown in Figure 5, direct 
financing through commercial papers and corporate bonds fell sharply following the 
massive failure of merchant banks and the collapse of Daewoo group. However, it is 
interesting to note that equity financing has continued to expand in the post-crisis period. 

 
Figure 5. Direct Financing through Equity, Bonds and CPs (% of GDP) 

 
Source: Authors’ computation from the Bank of Korea flow of funds data 
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2. Micro Firm Level Analysis  

 
The sluggish corporate investment and decreasing demand for external finance in the 

post-crisis period yields an important implication for financial intermediaries as relatively 
good firms tend to rely more upon internal funds while relatively risky firms remain in the 
financial market and actively seek out loans. 

As Figure 6 shows, while the operating cash flows of firms listed in the Korea Stock 
Exchange improved substantially after the crisis, those cash flows were used in financial 
activities rather than in facility investment. The negative cash flows from financial activities 
after the crisis imply that firms actually repaid existing debts, paid out dividends, and 
bought back existing stocks. Indeed, during 1999-2005, listed firms repaid a total of 76 
trillion Korean won of their debts and paid out 32 trillion won of dividends. 

 
Figure 6. Cash Flows and Facility Investment of Listed Firms (trillion won) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source: Authors’ update of Lim and Kim(2005)’s computation using WISEFN database 
 
 
This cash flow evidence reconfirms our previous conjecture that Korea's corporate 

sector has taken a more ‘conservative’ approach in investment. The stagnation of corporate 
facility investment may partly reflect the adjustment of the pre-crisis over-investment. 
However, following the crisis, relatively large firms have become less willing to take risks 
as they realize that they could no longer benefit from the implicit government guarantee 
and the policy of ‘too-big-to-fail.’ Aggregate investment has remained stagnant as large 
firms have accumulated liquidities and improved their financial soundness by retiring 
debts. Furthermore, large firms have begun to embrace ‘shareholder capitalism’ by 
increasing dividend payouts after the crisis. 

While relatively good firms that have improved their financial structure have become 
less dependent upon external finance, there still remains a fairy large group of financially 
vulnerable firms, particularly among the SMEs. Figure 7 shows the distributions of 
operating income as a percentage of total assets for externally audited large firms and SMEs 



 The 2007 KDI-KAEA Conference on Enhancing Productivity and Sustaining Growth 

 

326 

respectively. Note that, for both large firms and SMEs, the entire distribution has shifted to 
the left and the mean operating income to asset ratio has fallen in 2006 compared to its 
value in 1999, indicating that the corporate profitability has deteriorated across the board. 
However, for SMEs, not only the leftward shift of the distribution is more pronounced, but 
has the left tale also become thicker and more dispersed implying that an increasing 
fraction of firms are earning negative operating income and thus become more vulnerable 
to bankruptcy risk.  

The overall evidence in this section indicates that, while financially sound firms that 
have undergone corporate restructuring have reduced their demand for external finance, a 
significantly large number of firms remain financially vulnerable and still dependent upon 
external financing. This in turn implies that it has become more difficult for financial 
institutions to conduct their genuine financial intermediation function due to the 
heightened uncertainty and worsening adverse selection problems. 

 
Figure 7. Distribution of Operating Income as a Percentage of Total Asset  
 

a. Large firms 
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IV. TFP Growth and Credit Allocation in Korean Manufacturing Industries 
 
 

1. Data and Measurement of TFPs 
 
Measurement of the firm-level TFP in this paper was based on the financial statement 

data from the KIS-Line database provided by Korea Information Service, Inc. KIS-Line 
database covers not only listed companies but also externally audited companies in Korea. 
Following Good, Nadiri, and Sickles (1999), firm-level total factor productivity (TFP) is 
estimated by the chained-multilateral index number approach. This uses a separate 
reference point for each cross-section of observations and then chain-links the reference 
points together over time, as in the Tornqvist-Theil index. The output, input, and 
productivity level of each firm in each year is measured relative to the hypothetical firm at 
the base-time period. This approach allows us to make transitive comparisons of 
productivity levels among observations in a panel dataset. The productivity index for firm i 
at time t is measured as follows: 
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Where, Y, X, S, and TFP denote output, input, the input share, and the TFP level, 

respectively, and symbols with an upper bar are the corresponding measures for the 
hypothetical firms. The subscripts τ and n are indexes for time and inputs, respectively. 

Deflators for converting book value for each firms’ tangible fixed assets into real capital 
stock numbers were obtained by industry and by year from authors’ calculation based on 
the ‘Mining and Manufacturing Survey.’ The ‘Mining and Manufacturing Survey’ is 
conducted annually by the Korea National Statistical Office. The survey covers all plants 
with five or more employees in the mining and manufacturing industries and contains 
plant-level information on output, input, and a variety of additional items, including the 
5-digit Korean Standard Industry Classification (KSIC) code assigned to each plant based 
on its major product. For instance, the plant-level TFPs were calculated based on the 
‘Mining and Manufacturing Survey’ and used in regression analyses in Ahn, Fukao, and 
Kwon (2004) and in Ahn, Fukao, and Ito (2007), among others. 
 
2. TFP Growth, Capital Accumulation and Credit Allocation in Korean 

Manufacturing Industries 
 
Before we statistically analyze the linkage between external finance and productivity 

growth at firm level, this section describes the relationship among indirect external finance, 
capital accumulation, and TFP growth at industry level for 20 manufacturing industrial 
sectors in Korea. Note that, in this section, the industry TFP and capital stocks are measured 
using a distinct dataset from the ‘Mining and Manufacturing Survey’ of the Korea National 
Statistical Office which includes smaller firms with five employees or more. For firm level 
regression analyses below, we employ a more exact and detailed dataset for externally 
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audited firms. Since we don’t have data for detailed forms of external finance for those 
firms included in this ‘Mining and Manufacturing Survey,’ as a measure of the industry 
indirect external finance, we use industry-wise credit data extended by commercial banks 
and non-bank financial institutions compiled by the Bank of Korea. 

Figure 8 shows the relationship between the period average growth rates of indirect 
external credit and capital accumulation. Note that, while a positive correlation seems to 
exist before the crisis, this positive relationship tends to disappear after the crisis. As for the 
TFP growth, Figure 9 shows that no significant correlation seems to exist between indirect 
external credit and TFP growth rates in both pre- and post-crisis periods. Despite extensive 
restructuring and financial reform efforts after the crisis, it seems that the presumed 
positive relationship has not materialized yet. Note however that, in this simple minded 
industry level diagnostic analysis, we are not controlling for other effects such as industry 
characteristics and business cycle effects. In the next section, using more reliable and 
detailed firm level data, we conduct panel regression analyses that take into account both 
firm and industry level characteristics.  

 
Figure 8. Growth of Indirect External Credit and Capital Accumulation Rate 
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b. Post-Crisis (1999-2003) 
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Figure 9. Growth of Indirect External Credit and TFP Growth Rate 
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b. Post-Crisis (1999-2003) 
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Finally, Figure 10 shows the relationship between indirect external credit and industry 
turnover rate, which is computed as the sum of industry entry and exit rates. Note that the 
availability of indirect finance seems to have no significant relationship with industry 
turnover rate before the crisis. However, there exists a seemingly strong positive 
relationship after the crisis. This may suggest that external finance has begun facilitating 
industry restructuring in the post-crisis period. 
 
Figure 10. Growth of Indirect External Credit and Industry Turnover Rate 
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b. Post-Crisis (1999-2003) 
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V. Regression Analyses and Empirical Results 

 
 

1. External Finance and Value-added 
 
Before directly looking at the relationship between external finance and output growth 

factors such as capital accumulation and TFP growth at firm level, this section first 
estimates the relationship between external finance and firm’s value-added. In order to 
investigate this linkage we explore two regression specifications:  

 

tiittititi YearZEXTFdVd ,1,1,10, 'lnln εμφδγββ +++++= −−   (2-1) 
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Where, V denotes value-added of a firm and EXTF is the volume of external finance 

extended to the firm. K is physical capital stock and L is labor input. Year is year dummies 
and μ is industry dummies to control unobservable industry effect. Vector Z includes firm 
specific control variables. As for the external finance variable, we use four distinct types of 
external funding. EXTF1 is outstanding volume of borrowings from bank and non-bank 
financial intermediaries including both short-term and long-term borrowings. EXTF2 is 
outstanding volume of bond issuance. EXTF3 is outstanding volume of equity capital 
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raised in stock market, which includes paid in capital and capital surpluses but excludes 
retained earnings. EXTF4 is total outstanding volume of external finance, which is the sum 
of EXTF1, EXTF2 and EXTF3. Note that we use the rate of change in outstanding volume of 
external finance as an independent variable in the regression, and thus, estimate the flow 
effect of external finance. 

In order to minimize potential endogeneity problems we use one-period lagged 
independent variables. Hence, above regression models estimate the impact of external 
finance on the next period value-added growth with and without considering the effect of 
factor inputs. Regression equation (2-2) can be interpreted as a diagnostic model which 
explores indirectly the impact of external finance on total factor productivity without 
imposing a functional form of production technology. Separate regressions are estimated 
for the pre-crisis sample of 1991-1996 and the post-crisis sample of 1999-2003. We exclude 
1997 and 1998 to avoid potential biases that may result from the unusual performance of 
firms during the crisis period. 

Table 1 reports estimation results on equation (2-1) without including factor inputs and 
using log total asset size of firms as a control variable. Year and industry dummies were 
included in the regressions, but coefficient estimates are not reported to save space. It is 
interesting to note that all types of external finance variables are significantly positively 
associated with the next period value-added growth rate before the crisis, which suggests 
that financial sector played a positive role in output growth although we cannot clarify the 
exact channel at this stage. Note however that, only bond financing remains positively 
significant after the crisis, which implies that, as we discussed above, the connection 
between external finance and firm’s production activities became weaker in the post-crisis 
period. The coefficient of firm size variable is negative in general as expected and indicates 
that there exist diminishing returns to scale. 

Table 2 reports estimation results when we explicitly include physical capital as well as 
labor input factors in the value-added growth regression. The coefficient of physical capital 
accumulation rate is almost always significantly positive while labor input growth rate has 
a negative sign in the post-crisis period. Note that external finance variables remain 
significantly positive before the crisis even if we include factor input variables. In the 
post-crisis sample, only bond financing remains significantly positive as in Table 1. 
Regression results in this section indicate that external finance may have played a 
significant role in firm growth. Hence, more detailed analyses on the channels are 
warranted, which we focus in the next sections. 

 
2. External Finance, Capital Accumulation and R&D Investment 

 
In this section we directly estimate the linkage between various forms of external 

finance and physical capital accumulation as well as R&D investment of firms. As 
discussed above, firm’s access to external finance may lead to faster accumulation of capital 
by ameliorating credit constraints thereby allowing firms to achieve optimal production 
scale. To some extent, the positive linkage between external finance and capital 
accumulation seems to be obvious. However, firm’s external funding does not always lead 
to investments in facility and formation of fixed capital. Firms often raise external funds in 
order to finance shortages in operational cash flows or to service and repay existing 
financial obligations. 

Note also that, as emphasized in section II, not only physical capital but also R&D 
investments are significantly constrained by asymmetric information problems and thus 
firm’s financial situation. Hence, increased access to external finance can lead to higher 
R&D investments and thus higher total factor productivity growth. More specifically, we 
estimate regression equations in the following forms: 
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tiittititi YearZEXTFdKd ,1,1,10, 'lnln εμφδγββ +++++= −−   (3-1) 

tiittititi YearZEXTFdRDd ,1,1,10, 'lnln εμφδγββ +++++= −−   (3-2) 

 
 
Table 3 reports estimation results on the rate of physical capital accumulation. We 

include the one year lagged log capital stock to control the convergence effect across firms. 
Note that, except for equity financing (EXTF3), the growth rate in external finance in 
general has a significantly positive relationship with subsequent accumulation rate in 
physical capital before the 1997 financial crisis. Note however that, this positive 
relationship became weaker in the post-crisis period. Bank and non-bank lending (EXTF1) 
seems to have the strongest impact before the crisis, but bond financing (EXTF2) becomes 
more significant after the crisis reflecting that relatively large and good credit firms have 
access to bond financing. Note also that equity financing does not seem to have a significant 
impact on capital accumulation both before and after the crisis. Our findings indicate that 
external finance has contributed to firm growth mainly through physical capital 
accumulation before the crisis. However, this channel has become relatively weaker after 
the crisis. 

Table 4 reports the R&D investment regression estimation results. As the KIS database 
does not report R&D investment for most of firms after the crisis, we were able to estimate 
only for the pre-crisis sample. Note that for all types of external finance, R&D investment 
tends to accelerate with an increased access to external finance. This result implies that a 
potentially important channel through which financial development enhances firm level 
productivity growth is through encouraging R&D investment. 

 
3. External Finance and Total Factor Productivity Growth 

 
We now turn to empirical investigations of the relationship between external finance 

and total factor productivity growth. We estimate TFP growth regressions in two distinct 
forms. In addition to the yearly regression model in (4-1), we estimate the period by period 
regression model which explores the impact of initial level of external finance relative to 
firm’s total asset on the average TFP growth rate during the subsequent three year period. 
This specification is to further control endogeneity in external finance and focus on a 
longer-term effect. In order to obtain period average values, whole sample was divided into 
two sub-periods, one before the crisis which covers four years from 1993 to 1996 and 
another sub-period after the crisis that covers from 1999 to 2002. The observations in 1997 
and 1998 were excluded as before to avoid potential biases that may result from the 
unusual behavior during the financial crisis. Note that in (4-2) Period is a period dummy. 
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Table 5 reports regression results on equation (4-1). Note that only the third lagged total 
external finance variable (EXTF4) is significantly positive at the 5% level before the crisis, 
while only the first lagged equity finance variable is significantly positive after the crisis. 
Namely, compared to physical capital accumulation, the linkage between external finance 
and TFP growth seems to be much weaker both in pre-crisis and post-crisis Korea. 

Note however that, Table 6 which reports estimation results for the period by period 
regression models reveals a different set of evidence. Except for bond financing (EXTF2), 
we now observe a significantly positive relationship between the initial level of external 
finance to total asset ratio and the subsequent three year average TFP growth rate in both 
pre-crisis and post-crisis periods. This finding suggests that, while we may not be able to 
observe a strong and immediate TFP impact as observed in the physical capital 
accumulation regressions, there seems to exist a relatively weaker, yet significant 
longer-term productivity enhancement impact exerted from external finance. 

To summarize, our regression estimation results in this section imply that, first, 
although present in the long-run, the TFP enhancement impact of external finance is 
considerably weak compared to the capital accumulation impact in Korea, and second, we 
have not seen a structural shift in this relatively weak TFP-external finance relationship 
during the post-crisis period despite the extensive financial restructuring and reform efforts. 
As noted before, one potential reason may be the sluggish investment and weakening 
dependence on external finance of the corporate sector in post-crisis Korea. 
 
4. External Finance and Information Externality 

 
Note that the positive impact of financial development on firm level output and TFP 

growth can be exerted indirectly through industry-wide availability of external finance in 
addition to the firm’s actual access to external finance. In this section, we estimate this 
externality effect of the industry-wide availability of indirect external credit on firm level 
value-added, capital accumulation and total factor productivity growth. Specifically, we 
focus on the channel that highlights the role of financial intermediaries such as banks and 
non-bank financial intermediaries in ameliorating asymmetric information problems. 

Diamond (1984) for instance, argues that banks have an advantage over outside 
investors because they know more about the borrowers’ prospects as the insider position of 
banks allows them to overcome the information asymmetry. Namely, banks screen 
prospective borrowers and monitor the debt service capacity of borrowers. By doing so, 
banks produce valuable private information that is not readily available in public capital 
markets, and borrowers’ access to banks’ informed fund yields a positive signal to other 
external financiers in the capital markets. 

We test whether the increased availability of indirect external credit for an industry 
results in a non-linearly faster growth in value-added, accumulation of physical capital and 
TFP growth for firms with a relatively large information asymmetry. This non-linear 
externality effect can be estimated by using the intangible asset to total asset ratio as a 
proxy to the degree of information asymmetry inherent in the production technology of a 
specific firm. More specifically, we test the presence of the information externality by 
including an interaction term between this intangible asset ratio and industry-wide 
availability of indirect external credit, in addition to the individual firm’s external finance 
variable. Regression model is specified as in equation (5): 
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Where, for Y, we use firm level value-added(V), physical capital stock(K) and TFP 

growth rate. INDEXTFj denotes the volume of industry-wide indirect external credits from 
banks and non-bank financial intermediaries extended for industry j which firm i belongs 
to. As for the individual firm’s external finance variable, we use total volume of external 
finance (EXTF4) including bond and equity financing in addition to bank and non-bank 
borrowings. The existence of a non-linear information externality can be explored by 
investigating whether the coefficient of the interaction term is significantly positive. 

Table 7 reports estimation results. As expected, intangible asset ratio in general has a 
significantly negative coefficient indicating that firms with higher information asymmetry 
tend to grow slowly in value-added, capital stock and total factor productivity. For 
value-added growth regressions, before the crisis, the industry-wide external finance 
variable is significantly positive in addition to the individual firm’s external finance 
variable. However, the interaction term between the industry external finance and 
intangible asset ratio has an opposite sign. After the crisis, the interaction term has a 
significantly positive sign as conjectured, but the industry and individual firm external 
finance variables have a negative sign. 

For capital accumulation regressions, the individual external finance variable is 
significantly positive in both pre- and post-crisis periods, while the industry-wide external 
finance variable and its interaction term with intangible asset ratio are insignificant before 
and after the crisis. Hence, for capital accumulations, firms’ actual access to external finance 
is more important and the industry-wide externality effect does not seem to be present.  

As for the TFP growth, it is interesting to note that the interaction term between 
industry-wide external finance and intangible asset ratio becomes significantly positive 
after the crisis. The overall result indicates that the industry-wide availability of external 
finance does not have a significant externality for firms with higher information asymmetry 
in accumulating physical capital. However, at least in the post-crisis period, we can observe 
a positive externality effect of the industry-wide external finance upon the firm level TFP 
growth rate. This implies that, while firms with higher information asymmetry tend to 
show slower growth, a development in finance may ameliorate this negative effect by 
accelerating TFP growth of such firms. 
 
5. External Finance and Industry Restructuring 

 
Financial development may also lead to the enhancement of total factor productivity at 

industry level through better reallocation of resources across firms within the industry. 
Moreover, financiers facilitate entry of young promising firms. In this section, we estimate 
the relationship between industry-wide availability of external finance and the industry 
entry and turnover rates in an attempt to explore the industry restructuring impact of 
financial development. 

 

tjttjtjtj YearZINDSIZEINDEXTFENTRYR ,1,1,10, ')/( εδγββ ++++= −−    (6-1) 

tjttjtjtj YearZINDSIZEINDEXTFTURNOVER ,1,1,10, ')/( εδγββ ++++= −−    (6-2) 
 
 
In the regression models above, ENTRYRj is the ratio of new firms entered into the 

industry j, and TURNOVER is the ratio of firms entered into and exited from the industry 
during a given year. INDSIZE is the industry size as measured by the industrial production. 
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As distinctions between bank credits (INDEXTF1) and non-bank credits (INDEXTF2) are 
available at the industry level, we separately estimate the impact of bank versus non-bank 
credits on the industry entry and turnover rates. As control variables we use R&D 
investment as a percentage of sales volume and capital-labor ratio in an attempt to capture 
heterogeneous technologies and capital intensities of respective industry. Note that both 
entry and exit barriers can be relatively high for capital intensive industries. 

Table 8 reports estimation results for the above industry level regression equations (6-1) 
and (6-2). As for the entry rate, both bank and non-bank credits are not significantly 
associated with the entry rate before the crisis. However, after the crisis, bank credit 
becomes positively and non-bank credit becomes negatively associated with the entry rate, 
which suggests that bank credits have encouraged entry of new firms while non-bank 
credits may have actually raised entry barrier. As for the industry turnover rate, both bank 
and non-bank credits are not significantly associated with industry turnover rate in the 
pre-crisis. However, bank credit becomes positively and non-bank credit becomes 
negatively associated with the turnover rate after the crisis. 

Overall evidence in this section suggests that the industry restructuring role of financial 
institutions was largely absent in the pre-crisis period. In the post-crisis period, while bank 
credits tend to encourage new entry and turnover of firms, non-bank credits turn out to 
have discouraged new entry and reduced industry turnover rate. This may reflect the fact 
that financial restructuring efforts have centered relatively more on the banking sector 
compared to the non-bank financial industries. 

 
 
VI. Summary and Concluding Remarks 

 
 
In this paper, we empirically investigated the finance-growth linkage in Korea by 

utilizing firm-level data of manufacturing industries before and after 1997 financial crisis. 
Under asymmetric information and capital market imperfections, financial development 
and increased access to external finance can promote firm level factor accumulation and 
total factor productivity growth through various channels – by ameliorating credit 
constraints, facilitating risk sharing, lowering moral hazard and agency costs, and 
encouraging R&D investments, among others. Moreover, the positive impact of external 
finance can be reinforced at the industry level as external financiers encourage young 
promising firms to grow and facilitate corporate restructuring. 

We constructed firm level physical capital stock and total factor productivity measures 
and evaluated their relationships with various forms of external finance such as bank and 
non-bank credits, bonds, and equity financing. Our main empirical results can be 
summarized as follows: First, we find that an increase in external finance tends to be 
associated with a faster subsequent capital accumulation rate. However, this positive 
capital accumulation effect became relatively attenuated after the 1997 crisis. Second, 
external finance encourages subsequent R&D investments. Third, compared to capital 
accumulation channel, the relationship between external finance and subsequent TFP 
growth is relatively weak both in the pre-crisis and the post-crisis periods. However, we 
observe a significant external finance-TFP growth linkage when we consider a longer-term 
horizon utilizing a period by period regression analysis. 

We also examined the indirect impact of the industry-wide availability of external 
finance. We tested whether the increased availability of indirect external credits for an 
industry results in a non-linearly faster growth in value-added, accumulation of physical 
capital, and TFP growth for firms with a relatively large information asymmetry. We find 
that the industry-wide availability of external finance does not have a significant 
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information externality for firms in accumulating physical capital, although, at least in the 
post-crisis period, we could observe a positive externality through the TFP channel. Finally, 
as for the industry restructuring effect, we find that the industry restructuring role of 
financial institutions is largely absent in the pre-crisis period. However, in the post-crisis 
period, bank credits turn out to encourage industry restructuring, while non-bank credits 
tend to reduce the industry turnover rate. 

Our findings in this paper yield important implications in assessing the role of financial 
sector in promoting economic growth in Korea. In the pre-crisis period, the Korean 
financial sector contributed to economic growth relatively more through the factor 
accumulation channel rather than through the TFP channel. However, in the post-crisis 
period, even the factor accumulation channel has become relatively attenuated while the 
TFP channel still remains weak. 

Considering Korea’s extensive financial reform efforts since 1997, this finding seems to 
be somewhat surprising. The slowdown in aggregate corporate investment and the 
phenomenon that firms have become more dependent upon internal funds have resulted in 
the separation of finance from real production activities in post-crisis Korea. As productive 
and profitable firms have become increasingly more dependent upon internal financing, 
the average quality of firms left in the external financial markets has deteriorated and the 
degree of asymmetric information has gotten worsen. However, the role of financial 
institutions in producing valuable information and exerting corporate restructuring 
remains far from fully functioning. Overall evidence indicates that further efforts are 
required to upgrade resource allocation and delegated monitoring-corporate restructuring 
functions of financial markets and institutions in order to effectively sustain Korea’s 
economic growth. 
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Table 1. External Finance and Value-added (without Input Factors) 
 
- Dependent Variable: Value-added Growth Rate 

Before Crisis (1991-1996) After Crisis (1999-2003) 
 I II III IV I II III IV 

0.0476***    0.0107        dlnEXTF1(1) 
(3.60)       (0.57)       

 0.0304***    0.0378**   dlnEXTF2(1) 
  (3.20)       (2.35)     

    0.0400***       -0.0324***   dlnEXTF3(1) 
    (3.49)       (-2.80)   

   0.0150***    -0.0110  dlnEXTF4(1) 
      (3.06)       (-1.41) 

0.0008  -0.0024 0.0018  -0.0010  -0.0092* -0.0152*** -0.0124*** -0.0121*** lnAsset(1) 
(0.26) (-0.85) (0.75) (-0.48) (-1.87) (-2.68) (-4.26) (-4.40) 

-0.0467  0.0686 -0.0549  0.0613  0.1480  0.3720*** 0.2865*** 0.2762*** Constant 
(-0.84) (1.34) (-1.24) (1.53) (1.50) (3.18) (5.13) (5.21) 

No. Obs. 2,856  2,923  3,957  5,868  1,712  1,078  5,183  5,940  

Adjusted R2 0.0607  0.0492  0.0734  0.0545  0.0750  0.0452  0.0609  0.0643  
Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for industry and year dummy variables are not reported to save space. 
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Table 2. External Finance and Value-added (with Input Factors) 
 
- Dependent Variable: Value-added Growth Rate 

Before Crisis (1991-1996) After Crisis (1999-2003) 
 I II III IV I II III IV 

0.0207  0.0525*** 0.0350*** 0.0336*** 0.1066*** 0.0569** 0.0422*** 0.0362*** dlnK(1) 
(1.62) (5.14) (3.95) (4.40) (4.09) (2.18) (3.51) (3.24) 

0.0289  0.0437** 0.0422** 0.0511*** -0.0311  0.0196  -0.0948*** -0.0906*** dlnL(1) 
(1.31) (2.01) (2.49) (3.53) (-0.96) (0.53) (-6.32) (-6.37) 

0.0379***    -0.0077     dlnEXTF1(1) 
(2.67)       (-0.39)       

 0.0253***    0.0331**   dlnEXTF2(1) 
  (2.66)       (2.04)     

  0.0321***    -0.0330***  dlnEXTF3(1) 
    (2.78)       (-2.72)   

   0.0113***    -0.0100  dlnEXTF4(1) 
      (2.28)       (-1.25) 

0.0005  -0.0028  0.0016  -0.0014  -0.0112** -0.0148*** -0.0131*** -0.0130*** lnAsset(1) 
(0.19) (-1.02) (0.65) (-0.67) (-2.27) (-2.60) (-4.54) (-4.71) 

-0.0483  0.0602  -0.0615  0.0598  0.1866* 0.3621*** 0.3166*** 0.3064*** Constant 
(-0.87) (1.17) (-1.39) (1.49) (1.89) (3.08) (5.68) (5.78) 

No. Obs. 2,856  2,923  3,957  5,868  1,712  1,078  5,183  5,940  
Adjusted R2 0.0615  0.0592  0.0783  0.0596  0.0832  0.0483  0.0689  0.0711  

Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for industry and year dummy variables are not reported to save space. 
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Table 3. External Finance and Capital Accumulation 
 
- Dependent Variable: Capital Accumulation Rate 

Before Crisis (1991-1996) After Crisis (1999-2003) 
 I II III IV I II III IV 

-0.1566*** -0.1590*** -0.1620*** -0.1454*** -0.1147*** -0.1384*** -0.1204*** -0.1130*** lnK(1) 
(-8.64) (-9.61) (-12.28) (-13.61) (-6.50) (-7.16) (-12.29) (-12.69) 

0.1625***    0.0351     dlnEXTF1(1) 
(5.14)       (1.52)       

0.0734**    0.0108     dlnEXTF1(2) 
(2.23)       (0.42)       

-0.0231     0.0061     dlnEXTF1(3) 
(-0.72)       (0.21)       

 0.0541**    0.0145    dlnEXTF2(1) 
  (1.96)       (0.76)     
 0.0188     0.0502**   dlnEXTF2(2) 
  (0.73)       (2.28)     
 0.0412     0.0506**   dlnEXTF2(3) 
  (1.63)       (2.05)     
  0.0125     -0.0129   dlnEXTF3(1) 
    (0.51)       (-0.83)   
  0.0029     0.0079   dlnEXTF3(2) 
    (0.11)       (0.52)   
  0.0232     0.0178   dlnEXTF3(3) 
    (0.89)       (1.23)   
   0.0433***    0.0209* dlnEXTF4(1) 
      (3.55)       (1.94) 
   0.0259**    0.0100  dlnEXTF4(2) 
     (2.12)       (0.97) 
   0.0029     0.0038  dlnEXTF4(3) 
      (0.25)       (0.38) 

0.1758*** 0.1841*** 0.1863*** 0.1682*** 0.1105*** 0.1295*** 0.1061*** 0.0990*** lnAsset(1) 
(9.44) (9.89) (12.75) (14.60) (5.77) (5.80) (9.95) (10.22) 

-0.4930*** -0.6264*** -0.6639*** -0.5498*** -0.0773  -0.0455  0.0727  0.1427** Constant 
(-3.92) (-4.49) (-6.11) (-6.33) (-0.62) (-0.28) (0.95) (2.05) 

No. Obs. 1,072  1,141  1,873  2,568  879  620  2,537  3,056  
Adjusted R2 0.1150  0.0973  0.0908  0.0907  0.0757  0.1490  0.0786  0.0725  

Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for industry and year dummy variables are not reported to save space. 
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Table 4. External Finance and R&D Investment 
 
- Dependent Variable: R&D Investment Growth Rate 

Before Crisis (1991-1996) 
 I II III IV 

0.2723***    dlnEXTF1(1) 
(3.19)       

 0.1082*   dlnEXTF2(1) 
  (1.91)     

  0.3270***  dlnEXTF3(1) 
    (4.24)   

   0.1015*** dlnEXTF4(1) 
      (3.10) 

0.0337* 0.0146  0.0432*** 0.0336** lnAsset(1) 
(1.89) (0.91) (2.76) (2.51) 

-0.5518  -0.2412  -0.9539*** -0.5858** Constant 
(-1.56) (-0.78) (-3.15) (-2.31) 

No. Obs. 1,215  1,379  1,593  2,262  
Adjusted R2 0.0156  0.0207  0.0342  0.0152  

Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for industry and year dummy variables are not reported to save space. 
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Table 5. External Finance and Total Factor Productivity Growth 
 
- Dependent Variable: TFP Growth Rate 

Before Crisis (1991-1996) After Crisis (1999-2003) 
 I II III IV I II III IV 

-0.0107     -0.0260     dlnEXTF1(1) 
(-0.42)       (-0.93)       
0.0293     -0.0116     dlnEXTF1(2) 
(1.11)       (-0.37)       
0.0382     0.0553     dlnEXTF1(3) 
(1.48)       (1.56)       

 -0.0157     0.0066    dlnEXTF2(1) 
  (-0.78)       (0.28)     
 0.0347*    -0.0101    dlnEXTF2(2) 
  (1.83)       (-0.36)     
 0.0012     -0.0165    dlnEXTF2(3) 
  (0.06)       (-0.53)     
  0.0007     0.0508***  dlnEXTF3(1) 
    (0.04)       (3.21)   
  0.0059     0.0265*  dlnEXTF3(2) 
    (0.30)       (1.74)   
  -0.0070     0.0067   dlnEXTF3(3) 
    (-0.37)       (0.45)   
   -0.0036     0.0141  dlnEXTF4(1) 
      (-0.38)       (1.26) 
   0.0068     0.0057  dlnEXTF4(2) 
      (0.73)       (0.53) 
   0.0236***    0.0051  dlnEXTF4(3) 
      (2.70)       (0.50) 

-0.0101* 0.0023  0.0006  -0.0041  0.0000  0.0088  0.0000  0.0006  lnAsset(1) 
(-1.95) (0.43) (0.14) (-1.15) (0.00) (0.95) (0.01) (0.16) 

0.2196** 0.0293  0.0286  0.0945  -0.0467  -0.1031  0.0942  0.0253  Constant 
(2.17) (0.29) (0.37) (1.44) (-0.32) (-0.55) (1.24) (0.36) 

No. Obs. 1,072  1,141  1,873  2,568  879  620  2,537  3,056  
Adjusted R2 0.0237  0.0339  0.0316  0.0349  0.0569  0.0305  0.0480  0.0530  
Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for industry and year dummy variables are not reported to save space. 
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Table 6. External Finance and Period Average TFP Growth 
 
- Dependent Variable: Period Average TFP Growth Rate 

Before Crisis (1991-1996) After Crisis (1999-2003) 
 I II III IV I II III IV 

0.1135***    0.0984**    EXTF1/Asset(1)
(5.24)       (2.41)       

 -0.0005     0.0362    EXTF2/Asset(1)
  (-0.01)       (0.39)     

  0.1049***    0.1190***  EXTF3/Asset(1)
    (3.63)       (4.24)   

   0.0589***    0.0874*** EXTF4/Asset(1)
      (4.60)       (4.42) 

-0.0034  -0.0030  -0.0049** -0.0104*** 0.0063  -0.0196*** -0.0030 -0.0080*** lnAsset(1) 
(-1.36) (-1.11) (-2.01) (-4.45) (1.44) (-3.14) (-1.02) (-2.68) 

0.0137  0.0677  0.0795* 0.1733*** -0.1018  0.4623*** 0.0817  0.1726*** Constant 
(0.27) (1.42) (1.79) (4.34) (-1.13) (3.77) (1.48) (3.18) 

No. Obs. 1,102  1,112  1,358  2,019  372  213  1,059  1,174  
Adjusted R2 0.1270  0.0943  0.0979  0.1010  0.1791  0.0714  0.1247  0.1239  

Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for industry and year dummy variables are not reported to save space. 
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Table 7. External Finance and Information Externality 
 

Before Crisis (1991-1996) After Crisis (1999-2003) 

Dependent Variable: Dependent Variable: 

 dlnV dlnK dlnTFP dlnV dlnK dlnTFP 

 -0.2968***   -0.2273***  
lnK(1) 

 (-24.75)   (-21.36)  

0.6925*** 0.3680 0.2974 -0.2137* -0.1522 -0.1803 
dlnINDEXTF(1) 

(2.20) (0.80) (0.82) (-1.86) (-1.13) (-1.49) 

0.0120* 0.0230** -0.0045 -0.0106 0.0185** -0.0280*** 
dlnEXTF4(1) 

(1.85) (2.43) (-0.60) (-1.35) (2.03) (-3.42) 

0.0168 -0.8290*** -0.0486 -0.0587** -0.4342*** -0.1756*** 
Intangible/Asset(1)

(0.27) (-8.34) (-0.67) (-2.10) (-9.38) (-6.00) 

-0.9702** -0.3337 -0.4905 0.4213** 0.0076 0.4599*** dlnINDEXTF(1) * 

Intangible/Asset(1) (-2.11) (-0.50) (-0.93) (2.49) (0.04) (2.59) 

0.0030 0.3058*** -0.0062* -0.0124*** 0.2088*** -0.0075*** 
lnAsset(1) 

(1.08) (25.18) (-1.94) (-4.50) (18.92) (-2.59) 

-0.0350 0.0317 0.1642** 0.3171*** 0.3013*** 0.2831*** 
Constant 

(-0.50) (0.31) (2.04) (5.73) (4.65) (4.87) 

No. Obs. 3,531 3,531 3,531 5,940 5,940 5,940 

Adjusted R2 0.0545 0.1688 0.0377 0.0668 0.1109 0.0555 

Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for industry and year dummy variables are not reported to save space. 
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Table 8. External Finance and Industry Restructuring 
 
A. Before Crisis (1991-1996) 

Dependent Variable: 
Entry Rate Turnover Rate 

 I II I II 

-0.0051  0.0992  INDEXTF1/  
INDSIZE(1) (-0.08)  (1.01)   

 -0.0291  -0.1243 INDEXTF2/ 
INDSIZE(1) 

  (-0.38)   (-1.00) 

0.4800 0.4650 0.5048 0.0255 R&D Ratio(1) 
(1.07) (1.14) (0.69) (0.04) 

-0.0004*** -0.0004*** -0.0005*** -0.0006*** K/L Ratio(1) 
(-7.55) (-8.84) (-6.96) (-8.90) 

0.2940*** 0.2986*** 0.5204*** 0.5742*** Constant 
(14.81) (15.83) (16.07) (18.64) 

No. Obs. 80 80 80 80 

Adjusted R2 0.6981 0.6987 0.6165 0.6163 
 
B. After Crisis (1999-2003) 

Dependent Variable: 

Entry Rate Turnover Rate 
 I II I II 

0.0933**  0.1577**  INDEXTF1/  
INDSIZE(1) (2.35)  (2.23)  

 -0.2621***  -0.4280*** INDEXTF2/ 
INDSIZE(1)  (-3.52)  (-3.19) 

1.2053*** 0.7497*** 1.4582*** 0.6979 R&D Ratio(1) 
(4.48) (3.16) (3.03) (1.63) 

-0.0001*** -0.0002*** -0.0003*** -0.0004*** K/L Ratio(1) 
(-5.09) (-8.41) (-6.79) (-10.32) 

0.2127*** 0.2576*** 0.3845*** 0.4593*** Constant 
(15.12) (26.38) (15.29) (26.12) 

No. Obs. 100 100 100 100 

Adjusted R2 0.7257 0.7437 0.6831 0.6993 
Note: Numbers in the parenthesis denote t-values. ***, **, * indicate that the coefficient 
estimate is statistically significant at the 1%, 5%, and 10% respectively. Coefficient estimates 
for year dummy variables are not reported to save space. 
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Comments on “External Finance and Productivity 
Growth in Korea: Firm Level Evidence Before and 

After the Financial Crisis” 
 
 

Joon Hyuk Song,  
Korea Development Institute 

 
Ⅰ. General Review 
 
This study analyzes the relation between external financing and economic growth, using 

corporate data. Its main result is that as the non-synchronization between external 
financing and real economy proceeded after financial crisis, growth effect of external 
financing has weakened.  

The composition of this paper is generally well-managed, but description of literature 
review seems quite lengthy. It is recommended that the amount of preceding studies 
should be shortened centering on main results of foreign and domestic studies. Of course, 
this might be a part in which authors’  opinion should be respected, but it would be better 
for this study to have a shorter process to reach its main idea. Also, endogeneity problem is 
not sufficiently considered in empirical analysis of this study, a limitation that is often 
witnessed in this type of study, though. The problem is of course mentioned in the text, but 
is simply replaced by the use of lagged variables, which makes the signs of regression 
coefficiency look inconsistent to the theory. More comments regarding this are followed in 
detailed evaluation below.  

 
Ⅱ. Detailed Evaluation 
 
(page 16, line 6 from the bottom) 
Authors adopt the concept of ‘ hypothetical firm’  in the body, but do not explain 

what it means. The usage of corporate averages is ambiguous so that which average 
(average production or average TFT) is referred. Also, even though the explanation in the 
same line says, “ …measured relative to the hypothetical firm at the base-time period…,”  
the formula ⑴ shows In-Yt  depends on time, ‘ t,’  which could make readers confused. 
This part needs clarification. Besides, footnote or additional explanation within the text is 
necessary as to exactly when is the base-time period.  

 
(page 18, line 7 from the top) 
Authors explain that because the data lacks detailed data on external financing, they 

adopt credit data by industries that uses banking and non-banking data released by Bank of 
Korea. In empirical analysis that uses corporate data, external financing of corporation is 
included as explanatory variables, but there is no explanation in the text as to in what way 
corporation’ s external financing is abstracted from the data by industries. Since this part is 
essential to understand the estimation result and the study itself is about corporation’ s 
external borrowing and growth, clear explanation is required.  
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(page 20, formula (2-1), (2-3)) 
Here, subscripts that refer to corporation and industry are expressed same. Though Ч 

is a dummy referring to industry, it has subscript ‘ i ‘  referring to corporation, which 
needs correction. (The same applies to other formulas) Also, it is understandable to put the 
lag in the variable that has a possibility of possessing endogeneity, but it is hard to 
understand why the explanatory variable (Z) has to have the lag. Of course, it can be said 
that the log total asset size of firms, used as explanatory variable (Z), could have 
endogeneity, but if all variables excluding year dummy are lagged, it is highly unlikely that 
the information of current period is fully reflected. The value of firm should also have new 
information of present time reflected. It seems data frequency is not included in the text. In 
the case of monthly data (or yearly), it would be appropriate not to include the data of 1999 
in EXTF2, considering Daewoo Motor’ s bankruptcy. It is indeed necessary to compare 
results of two cases of including the 1999 data and excluding it. [Table 2] shows labor 
coefficiency is found to have even different signs before and after financial crisis, which is 
quite surprising result. It is recommended that authors should add detailed explanation 
regarding above result to make sure what this result means; whether production function 
of Korean companies changes after financial crisis or the company which laid out more 
workers tend to have their productivity increase and their company value heightened. It is 
worth considering using capital-labor ratio as explanatory variable, instead of putting labor 
and capital respectively.  

 
(page 28, 5. External Finance and Industry Restructuring) 
It is recommended that authors should add explanation regarding the reason that 

banking and non-banking credit have contradicting effects on entry rate and turnover rate 
after financial crisis. It is assumed that the reason could be structural problem, under which 
banks with enhanced credit rating system tend not to approve loan to requests by 
companies at higher risk of bankruptcy, while non-banking institutions approve loans to 
them with higher interest rate. Such phenomenon might serve to offset the will for entry of 
starting companies, which therefore could bring the result like the one from regression 
analysis in the text. In this case, the low rate of entry in industries with high non-banking 
loan is because these industries are fading or have high risk like in venture capital, which 
make companies hesitate new entry. This is why it is necessary to add industry dummy 
into the regression analysis. Also, it might be secondary issue, but it is hard to understand 
why the variables of external borrowing are divided by industry production, not by 
industry asset. Given that banking or non-banking institutions approve loans based on 
assets, not production, it would be much appropriate to use industry asset as a 
denominator.  

 
Ⅲ. Expression Correction 
 
* page 9, line 7 from the bottom: Wurgler (2000) show → Wurgler (2000) shows 
* page 10, line 5 from the top: while there have → while there has 
* page 10, line 8 from the top: Hahm (2005) estimated → Hahm (2005) estimates 

(different tense from other reference) 
* page 15, 10: left tale → left tail 
* Subscript of explanatory variable Z is not consistent throughout the text 
* It seems more common to use the notation of (-1), than (1), when describing lag 

variable.  
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