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CHAPTER 1 
Inflation’s Role in Optimal Monetary-Fiscal Policy* 

 
 

by 
Eric M. Leeper** 

(Indiana University, Monash University and NBER)  
Xuan Zhou*** 

(Indiana University)1 
 
 
Abstract 
 
We study how the maturity structure of nominal government debt 

affects optimal monetary and fiscal policy decisions and outcomes in a 
conventional new Keynesian model with a distorting tax. Key findings 
are: there is always a role for current and future inflation innovations to 
revalue government debt, reducing reliance on distorting taxes; the role 
of inflation in optimal fiscal financing increases with the average 
maturity of government debt; inflation is relatively more important as a 
fiscal shock absorber in high-debt than in low-debt economies; in some 
calibrations that are relevant to U.S. data, welfare is higher under the 
fully optimal monetary and fiscal policies than under the conventional 
optimal monetary policy with passively adjusting lump-sum taxes.  
 
 

                                                           
*  Very preliminary and incomplete. Prepared for Korean Development Institute 

Journal of Economic Policy Conference, August 5, 2013, Seoul. We would like to 
thank Shu-Chun Susan Yang for advice on data.  

** E-mail address: eleeper@indiana.edu 
*** E-mail address: xuanzhou@indiana.edu 



2 Fiscal Sustainability and Innovative Welfare System 

1. Introduction  
 
 Many countries have designed monetary and fiscal policy institutions 
that construct firm walls between the two policy authorities. There are 
good practical reasons for this separation: historically, high-or 
hyperinflation episodes have sprung from governments pressuring 
central banks to finance spending by printing high-powered money. 
Economic theory does not uniformly support the complete separation. If 
inflation is costless, as in neoclassical models with flexible wages and 
prices, then Chari and Kehoe (1999) show that an optimal policy 
generates jumps in inflation that revalue nominal government debt 
without requiring changes in distorting tax rates, much as inflation 
behaves under the fiscal theory of the price level [Leeper (1991), Sims 
(1994), Woodford (1995)].  

Schmitt-Groh’e and Uribe (2004) and Siu (2004) overturn this role 
for inflation with the striking result that even a modicum of price 
stickiness makes the optimal volatility of inflation close to zero, an 
outcome later confirmed by Kirsanova and Wren-Lewis (2012), among 
others. Out of this optimal policy literature has emerged the “current 
consensus assignment” for monetary and fiscal policy, which Kirsanova, 
Leith, and Wren-Lewis (2009) articulate: give monetary policy the task 
of controlling demand and inflation and fiscal policy the job of 
stabilizing debt. Actual policy arrangements in most countries are 
consistent with the literature’s conclusions.  

Woodford (1998), Cochrane (2001) and Sims (2001, 2013) question 
the consensus assignment. They argue that with nominal government 
debt, adjustments in price levels revalue debt to absorb fiscal 
disturbances. This obviates the need to adjust distorting tax rates. When 
outstanding government debt has long maturity, it can be optimal to 
finance higher government spending with a little bit of inflation spread 
over the maturity of the debt, effectively converting nominal debt into 
state-contingent real debt, as in Lucas and Stokey (1983). Both 
Cochrane and Sims employ ad hoc welfare functions to illustrate their 
points, so neither argues that revaluation of debt through inflation is a 
feature of a fully optimal policy. Cochrane derives a theory of optimal 
inflation smoothing, while Sims asks how to optimally finance a one-
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time temporary increase in government spending with a mix of 
distorting taxes and inflation.  

Benigno and Woodford (2007) examine optimal monetary policy 
when fiscal policy is suboptimal due to, for example, political 
constraints. They pose a different question than we do. They ask how a 
central bank should optimally target inflation in the face of political 
constraints that set distorting taxes or lump-sum transfers arbitrarily, 
rather than optimally.  

 
1.1. What We Do  
 

 We consider the canonical new Keynesian model that Benigno and 
Woodford (2004, 2007) examine in which the steady state is distorted 
by monopolistically competitive firms and where nominal rigidities 
prevent firms from choosing new prices each period. A distorting tax is 
levied against firms’ sales. Total factor productivity and government 
purchases of goods fluctuate exogenously. Government issues nominal 
debt whose average duration is indexed by a single parameter. We focus 
on a model in which lump-sum transfers also fluctuate exogenously, but 
monetary and tax policies are chosen optimally to maximize welfare of 
the representative household. Optimal policies and the nature of 
resulting equilibria depend on both the maturity structure and level of 
government debt.1 We contrast welfare in this model to an alternative 
setup in which monetary policy is optimal, lump-sum taxes may be 
adjusted to ensure the government’s solvency condition never binds, but 
the distorting tax rate varies exogenously.  

Table 1 reports the average term to maturity of outstanding 
government debt in selected advanced economies in recent years. While 
there is variation across countries, with Korea at 16 quarters and the 
United Kingdom at 49 quarters, the median is about six years. Figure 1 
shows that the average duration of outstanding U.S. treasuries has varied 
substantially since 1951, reaching a high of six years in the early 1950s 
and a low of just two years in the mid-1970s.  
                                                           
1 In a learning environment, Eusepi and Preston (2012) find that maturity structure and 

level of government debt have important consequences for stability.  
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▌ Table 1 ▌  Average Maturity of Outstanding Government Debt, 1997~2010;  
Japan 1997~2009; South Korea 2001~2010 

Country Quarters 

Canada 
France 
Germany 
Italy 
Japan 
South Korea 
United Kingdom 
United States 

26.1 
25.6 
24.0 
24.3 
22.1 
15.9 
49.3 
20.0 

Source : OECD. 

 
Key findings include: (1) there is always a role for current and future 

inflation innovations to revalue government debt, reducing reliance on 
distorting taxes; (2) the role of inflation in optimal fiscal financing 
increases with the average maturity of government debt; (3) inflation is 
relatively more important as a fiscal shock absorber in high-debt than in 
low-debt economies; (4) in some calibrations that are relevant to U.S. 
data, welfare is higher under the fully optimal monetary and fiscal 
policies than under the conventional optimal monetary policy with 
passively adjusting lump-sum taxes.  
 
▌ Figure 1 ▌  Average Duration of Outstanding U.S. Government Debt, in Quarters 

 
Source : CRSP.    
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2. Model  
 
 We employ a standard new Keynesian economy that consists of a 
representative household with an infinite planning horizon, a collection 
of monopolistically competitive firms that produce differentiated goods, 
and a government. A fiscal authority finances exogenous expenditures 
with distorting taxes and debt and a monetary authority sets the short-
term nominal interest rate.  

 
2.1. Households  
 

 The economy is populated by a continuum of identical households. 
Each household has preferences defined  over consumption, , and 
hours worked, . Preferences are  

 
 
where ( , ) is given by  
 ( , ) 1 1  

 
Consumption is defined over a basket of goods of measure one and indexed  
by j  
 

 

 
where  represents the quantity of good j consumed by the household 
in period t. The parameter  >1 denotes the intratemporal elasticity of 
substitution across different varieties of consumption goods. When ∞, goods become perfect substitutes and the consumption index is 
linear; when 1, the consumption index becomes Cobb-Douglas, 

( , ) (1) 
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goods are neither substitutes nor complements: an increase in the price 
of one good has no effect on demand for other goods.  

Each good j is produced using a type of labor that is specific to that 
industry, , the quantity of labor supply of type j in period t. The 
representative household supplies all types of labor and aggregate labor 
supply is  

 11
 

 
The aggregate price index  is  
 11

 

 
where  is the nominal price of the final goods produced in industry j. 

Households maximize (1) subject to the budget constraint  
 (1 )  

  Π dj+  
 
where  is the nominal wage rate to jth industry, Π  denotes the 
share of profits paid by the jth industry to the households, and  is 
lump-sum government transfer payments.  is a one-period government 
bond with nominal price ;  is a more general portfolio of 
government bond with price . The general bond portfolio is defined  
as perpetuities with a constant coupon decay factor ρ, as in Woodford 
(2001). Bonds issued at date t pay  dollars at date t + k + 1. The 
duration of the bond portfolio  is (1 ) .2 When ρ=0, all 
bonds are one period and when ρ = 1, all bonds are consols.  

Household maximization yields the first-order conditions  

                                                           
2 The bond’s yield to maturity is (1 ).  At the risk of abusing the term, we 

shall refer to ρ as determining the average maturity of the portfolio.  
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(3) 

(4) 

(6) 

 ,  ,       

,  ,   (1 )       
 
Combining (3) and (4) yields the no-arbitrage condition between one-
period and long-term bonds  
 (1 )                                      (5) 
 
Iterating on (27) and imposing a terminal condition yields the term 
structure relation  
          

 
2.2. Firms  

 
 A continuum of monopolistically competitive firms produce differentiated 
goods. Production of good j is given by  

                                                                       
 

where  is an aggregate technology shock, common across firms, 
which evolves exogenously.  
 Firm j faces the demand schedule  
 

 

 
With demand imperfectly price-elastic, each firm has some market 
power, leading to the monopolistic competition distortion in the economy.  

,,          (2) 
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(8) 

(9) 

A second distortion stems from nominal rigidities. Price are 
staggered, as in Calvo (1983), with a fraction 1-θ of firms are permitted 
to choose a new price, , each period, while the remaining firms 
cannot adjust their prices. This pricing behavior implies the aggregate 
price index  

 
[(1- )( ) + ( )                              (7)  

 
Firms that can reset their price choose  to maximize the expected 

sum of discounted future profits by solving  
 max  , (1 ) | Ψ ( | )  
 
subject to the demand schedule  
 

|    
 
where ,  is the stochastic discount factor for the price at t of one 
unit of composite consumption goods at t + k. Sales revenues are taxed 
at rate , Ψ  is cost function, and |  is output in period t + k for 
a firm that last reset its price in period t.  

The first-order condition for this maximization problem implies that 
the price in period t satisfies 

 

1  ∑ ( ) , MC | ( )∑ ( ) (1 ) , ( )  

 
where MC |  is real marginal cost at period t + k for the firm that last 
reset its price in period t. Real marginal cost can be rewritten as 
 MC | 1 ,  
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(10) 

(11) 

(13) 

(15) 

Substituting (9) into (8), we obtain the expression 
 

1  ∑ ( ) ( ) ( ) ( )∑ ( ) (1 ) , ( )  
1  

 
where  and  are aggregate variables that satisfy the recursive relations 
  ( ) 

 (1 ) ,              (12) 
 
2.3. Government  

 
 The government consists of a monetary and a fiscal authority that 
face the consolidated budget constraint, expressed in real terms 

 (1 )  
 
where the real primary budget surplus is 

                                      (14) 
 
and  is exogenous government demand for the composite good. 

An intertemporal equilibrium—or solvency—condition links the 
market value of outstanding government debt to the expected present 
value of primary surpluses3  

 , , , ,  
                                                           
3 See Appendix A for the derivation of this condition. 
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(16) 

where , ,  is the k-period real discount factor. 

Cochrane (2001) interprets expression (15) as a “bond valuation 
equation” that yields feasible price level sequences for any given 
expected present value of primary surpluses and initial face value of 
outstanding bonds, . The average maturity  and real discount rate 
give the rates at which the government can trade off the price level 
today for price levels in the future. 

The central bank controls the riskless short-term nominal gross 
interest rate , which is related to other financial asset prices through 
the no-arbitrage condition 

 

, ,   

 

allowing (15) to be written as 
 1

    
, ,   f  

 

 
 

Equilibrium condition (16) reflects a fundamental symmetry between 
monetary and fiscal policies. The price level today must be consistent 
with expected future monetary and fiscal policies, whether those 
policies are set optimally or not. Bond maturity matters: so long as the 
average maturity exceeds one period,  > 0, expected future monetary 
policy in the form of choices of the short-term nominal interest rate, 

, plays a role in determining the current price level. 
In the fully optimal policy problem, government chooses functions 

for the tax rate, , and the short-term nominal interest rate, , taking 
exogenous processes for technology, , government purchases, , 
and transfers, , as given. We derive how the optimal policy and 
welfare vary with the average maturity of government debt, as indexed 
by . We examine the case of a distorted steady state. We focus on 
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examine the case of a distorted steady state. We focus on optimal policy 
commitment and adopt Woodford’s (2003) “timeless perspective.” 

 
2.4. Equilibrium  
 

 Market clearing in the goods market requires 
 

                                         (17) 
 

and market clearing in labor market requires 
 ∆                                                                                        (18) 

 
Where ∆  denotes measure of price dispersion 
across firms and satisfies the recursive relation 

 

 
Price dispersion is the source of welfare losses from inflation variability. 

 
 
3. Fully Optimal Policy 
 

 Appendices C–F detail the derivations underlying the linear-quadratic 
approximation to the government’s optimum problem. Because Benigno 
and Woodford (2004) originated these derivations, here we cut to the 
chase and begin with the linear-quadratic approximation. 

 
3.1. Linear-Quadratic Approximation  
 

 We compute a linear-quadratic approximation to the nonlinear 
optimal solutions, using the methods that Benigno and Woodford (2004) 
develop. This allows us to characterize the optimal policy responses to 

∆ 1 1 1 ∆  (19) 
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fluctuations in the exogenous disturbance processes within a neighborhood 
of the steady state. 

Distorting taxes and monopolistic competition conspire to make the 
deterministic steady state inefficient, so the standard linear-quadratic 
approach does not yield an accurate approximation of the optimal 
policy.4 Benigno and Woodford (2004) show that a correct linear-
quadratic approximation is still possible even in the case of a distorted 
steady state. Their approach computes a second-order approximation to 
the model’s structural equations and uses an appropriate linear 
combination of those equations to eliminate the linear terms in the 
second-order approximation to the welfare measure to obtain a purely 
quadratic expression. There are three advantages to the linear-quadratic 
approach: first, it allows us to obtain analytical results rather than purely 
numerical ones; second, it nests both conventional analyses of optimal 
monetary policy and analyses of optimal tax-smoothing; third, the 
welfare criterion is policy-independent, which can be used to rank 
alternative sub-optimal policies. 

Welfare losses experienced by the representative household are, up 
to a second-order approximation, proportional to5 

 

 
where the weight on output stabilization depends on model parameters 

 1  (1 )(1 ) 1(Φ 1)Γ (1 )(1 )  

 
 denotes the welfare-relevant output gap, defined as the deviation 

between  and its efficient level ,  . Efficient output, 
, depends on the three fundamental shocks and is given by 

                                                           
4 See Kim and Kim (2003) and Woodford (2011) for detailed discussions. 
5 See Appendices C–F for detailed derivations. 

12 ( ) (20) 
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. 6 ( )/  is steady-state transfer payment 
plus government spending to surplus ratio,  /1 ,  /  is 
the consumption to GDP ratio, and 
 (1 )(1 ) 1  Γ ( ) 1 (1 ) Φ 1 (1 ) 1

 
 

Noting that (1 Φ)MPN, Φ, which measures the inefficiency of  

the steady state, depends on the steady state tax rate, , and the 
elasticity of substitution between differentiated goods, . Under the 
assumption Γ > 0, the objective loss function is convex. 

 
3.2. Linear Constraints  

 
 Constraints on the optimization problem come from log-linear 
approximations to the model equations. The first constraint comes from 
the aggregate supply relation between current inflation and output gap 

 

 
where  is a composite cost-push shock which depends on the three 
exogenous disturbances 

 

 
The exogenous disturbances produce cost-push effects through (22) 
because with a distorted steady state, they generate a time-varying gap 

                                                           
6 Parameters , , and  are defined in appendix F. 

( τ )  (21) 

1   (22) 
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between the flexible-price equilibrium level of output and the efficient 
level of output. 

When ̂  is given exogenously, ̂  prevents complete 
stabilization of inflation and welfare relevant output gap. Iterating 
forward on (21) yields 

 

 

 
where ∑ ( ̂ ) determines the degree to 
which stabilization of inflation and output gap is not possible. This is 
the only source of trade-off between stabilization of inflation and output 
gap in conventional optimal monetary policy analyses [for example, 
Galí (1991)]. 

When ̂  is chosen optimally along with monetary policy, then ̂ can be 
set to fully absorb cost-push disturbances, making simultaneous 
stabilization of inflation and the output gap possible. We rewrite (21), as 
in Benigno and Woodford (2004), in the form 
 ( ̂ ̂ )                       (23) 

 
where ̂  is the tax rate that offsets the cost-push disturbances. 

A second constraint arises from the household’s Euler equation. 
After imposing market clearing it may be written as 

 

tî                        (24) 
 

where the composite aggregate demand shock, , is 
 ( 1) ( )( 1) ( 1)    (25) 
 

Alternatively, (24) can be written as 
 

)ˆˆ( *
tt ii                      (26) 
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where ≡*
t̂i   is the setting of the short-term nominal interest rate  

that exactly offsets composite demand-side disturbances.7 

Absence of arbitrage between short-term and long-term bonds 
delivers another constraint on the optimal policy program 
 

 
Iterating on (27) and imposing a terminal condition yields  
 

 
Defining the long-term interest rate  as the yield to maturity (1 ), we obtain the term structure of interest rates 

 

 
When 0, so all bonds are one period, =M

tî
11  tî  the long-term 

interest rate at time t is proportional to the current short-term interest 
rate and any disturbance to the long rate will also affect the current short 
rate; when 0, the long-term interest rate at time t is determined by 
the whole path of future short-term interest rates and a disturbance to the 
long-term interest rate can be absorbed by adjusting future short-term 
interest rates, with no change in the current short rate. That is, by 
separating current and future monetary policies, long bonds provide 
policy additional leverage. 

The government’s budget constraint, constituting a fourth constraint, is 

                                                           

7 Note that  =*
t̂i ( ) ( ) , giving it an interpretation as the 

efficient level of the real interest rate.  

tî+  (27) 

( ) kti +
ˆ  (28) 

=M
tî

11 ( ) kti +
ˆ  (29) 

, 
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M
tttt

d

M
tt

M
t Qx

s
bfb ˆ)1(ˆ)ˆˆ()1(ˆˆ

1 ρβπττββ −+++−+=+−         (30) 

 
where /  is the steady state surplus-output ratio and  is a 
composite shock that reflects all three exogenous disturbances to the 
government’s flow constraint 

 (1 ) (1 )  

 (1 )                             (31) 
 

In general, all disturbances will have fiscal consequences through (30) 
and (31) because nondistorting taxes are not available to offset their 
impacts on the government’s budget. 

Iterating forward on (30), we obtain the intertemporal condition 
 (1 )   ( ̂ ̂ ) 

                          (32) 
 
where ,  and 
 

 
 measures the extent to which exogenous “fiscal stress,” prevents the 

stabilization of inflation and output, as Benigno and Woodford (2007) 
note. Given the definitions of  and ,  reflects fiscal stress 
stemming from three conceptually distinct but related sources: a 
composite fiscal source, , a composite cost-push source,  (via ), 
and a composite aggregate demand source,  (via ). 

Long bonds can help to relieve the fiscal stress. Rewrite (32) to yield 
 

 (1 ) ̂ *ˆ
kti +  (33) 
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(36) 

(1 )  ( ̂ ̂ ) 

 
where 
 

 
The sum  summarizes all the factors that prevent complete 
stabilization of inflation and the welfare-relevant output gap. Note that 
≤ , with the wedge between them affected by the average maturity, 

. When  = 0 and only one-period bonds exist,  reduces to . At 
the opposite extreme, it all bonds are consols, 1,  no longer 
depends on , the composite aggregate demand source of disturbance. 

 
 
4. Optimal Policy Analytics: Flexible Prices 
 

 The special case of completely flexible prices clearly illustrates the 
role of long-term Nominal bonds in the optimal policy and it connects to 
earlier work by Chari, Christiano, and Kehoe (1996) and Chari and 
Kehoe (1999). Flexible prices emerge when  = 0, which implies ∞ and 0, so there is no longer a tradeoff between output and 
inflation. Costless inflation converts the loss function from (20) to 

 12   
 

The optimal policy problem minimizes (36) subject to the sequence of 
constraints 
 

( ) )ˆˆ( *
ktkt ii ++ −  (34) 

( )  (35) 



18 Fiscal Sustainability and Innovative Welfare System 

(40) 

(1 )  ( ̂ ̂ )  

( ) )ˆˆ( *
ktkt ii ++ −  

 
The optimal solution entails 0  at all times, which can be 

achieved if fiscal policy follows ̂ ̂  and monetary policy sets the 
short-term real interest rate as tî  1 .ˆ*

ti  Equilibrium inflation 
satisfies 

  

 ( )  
 

so increases in factors that prevent complete stabilization of the 
objectives, raise the expected present value of inflation. When 0, 
(40) implies that long-term bonds allow the government to trade off 
inflation today for inflation in the future. The longer the average 
maturity, the farther into the future inflation can be postponed. This 
conclusion is reminiscent of Cochrane’s (2001) optimal inflation-
smoothing result. 

When 0 and all bonds are one-period, (40) collapses to 
 

                                       (41) 
 

and, as Benigno and Woodford (2007) emphasize, “optimal policy will 
involve highly volatile inflation and extreme sensitivity of inflation to 
fiscal shocks.” 

Flexible prices neglect the welfare costs of variations in inflation. 
When prices are sticky and inflation volatility is costly, the optimal 
allocation should balance between variations in inflation and variations 
in the output gap. 

( ̂ ̂ ) 0 (37) 

)ˆˆ( *
tt ii  (38) 

(39) 
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(47) 

(48) 

(49) 

(50) 

(51) 

5. Optimal Policy Analytics: Sticky Prices 
 

 In the case where prices are sticky, the optimization problem finds 
paths for , , ̂ , tî , ,  that minimize 

 

 
subject to the sequence of constraints 
 ( ̂ ̂ )                    (43) 

)ˆˆ( *
tt ii                   (44) (1 ) ( ̂ ) (1 )      (45) 

tî                                  (46) 
 

First-order conditions are 
 0 

λ 1 (1 ) 0 

0 (1 ) 0 (1 ) 0                        0               (52) 
 

where  , , ,  are Lagrange multipliers corresponding to (43)–(46). 

We solve (43)–(52) for state-contingent paths of ,ˆ,ˆ,ˆ,ˆ tttt ix τπ ,  , , , , }.  

12 ,  (42) 
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(53) 

(54) 

(56) 

(55) 

(57) 

From (49) and (50) 
  1  

 
Substitute these into (47) and (48) to yield 
 1 ( ) 1  ( 1)(1 )   1  
 

With inflation and the output gap expressed as functions of only  
and , it is clear that any disturbance that affects the government 
budget or debt maturity constraints impacts inflation and output. First-
order condition (51) links  to a distributed lag of  with weights 
that decay with , the determinant of debt’s duration 

 (1 )  
 

Evidently, maturity structure matters through its implications for fiscal 
financing. Inflation and output-gap fluctuations depend on the entire 
history of multipliers on the government budget, , and the degree 
of history dependence rises with the average maturity of government 
debt. Restricting attention to only one-period debt, so 0, eliminates 
the history dependence.8 At the opposite extreme, considering only 
consols, so 1 , ensures 0 , regardless of how binding the 
government’s budget has been in the past.9 

                                                           
8 This is precisely the exercise that finds the combination of active monetary/passive 

fiscal policies yields highest welfare [Schmitt-Grohé and Uribe (2007) and 
Kirsanova and Wren-Lewis (2012)]. 

9 Sims (2013) limits attention to this case. 
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More generally, the price of long bonds can adjust to relax how 
binding the government’s budget constraint may be. And the term 
structure relation, (29), connects the price of bonds today to future 
short-term interest rates. Debt maturity introduces a fresh role for 
expected monetary policy choices by allowing those expectations to 
help ensure government solvency.10 

We examine some special cases that allow us to characterize the 
optimal equilibrium analytically. 

 
5.1. Only One-Period Bonds  
 

 Suppose the government issues only one-period bonds, rolled over 
every period. Then 0 and (57) and (29) reduce to 

 

 
Long-term and short-term interest rates are identical, so   and  

covary perfectly. In this case, (55) and (56) become 
 

 
Condition (60) implies that inflation is proportional to the forecast error 
in  .11 Because (52) requires there are no forecastable variations in  
                                                           
10 The new Keynesian literature emphasizes the role of expected monetary policy via 

its influence of the entire future path of ex-ante real interest rates that enter the 
Euler equation, (24). The role we are discussing for expected monetary policy is in 
addition to this conventional role. 

11 First-order condition (52) makes  , so the surprise is  ∆ . 

 (58) 

=M
tî

11 tî
 (59) 

1 τ 1 ( ) (60) 

( 1)(1 )  (61) 
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, the expectation of inflation is zero: 
 0    ⇒   ̂ ̂                       (62) 
 
It is instructive to link the result in (62) to the government solvency 

condition 
 

 where ̂ ,  is the log-linearized real stochastic discount factor,  , , . When there are no long-term bonds, 0 so the bond  price disappears and any news about the expected present value of surpluses must be absorbed by current inflation . Condition (61) makes the output gap a weighted average of   and . Taking expectations yields 
 

 
which makes clear how solvency considerations affect expectations. 
Combining this with (61) yields 

 

 
so the expected change in the output gap next period is proportional to 
the surprise in the multiplier on government solvency today. The 
optimal degree of output-gap smoothing varies inversely with λ, the 
weight on output in the loss function. Under most calibrations, λ is 
quite small, implying little smoothing of output. Taking expectations of 
(65), we obtain 

 

(1 ) ( ̂ , ̂ ) (63) 

 ( 1)(1 ) (1 )  (64) 

(  ) ( ) (65) 
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 ( ) 0                                   (66) 
 
We have expressed inflation and the output gap, and expectations of 

them, in terms of  and . Substituting into (43) and (44), we 
obtain 

 ̂ ̂ 1 ( )               1 1 1 1
  ( 1)(1 )   

 
Each variable can now be expressed as a function of a single variable  . Substituting (67) and (68) into the government solvency condition, 

(34), yields the law of motion for  
 

 
Condition (69) implies that temporary disturbances in fiscal stress 
produce permanent changes in the multiplier  and, hence, permanent 
changes in the output gap and the price level.12 Because both the price 
level ̂  and the multiplier  are random walks, smoothing the 
shadow value of the government budget smoothes the price level. 

 

                                                           
12 The coefficients in (69) are defined in appendix G. 

1 1 1 1
 (67) 

 *ˆˆ
tt ii ( ) 1 ( ) (68) 

1
 (69) 
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(74) 

5.2. Only Consols  
 

 Suppose the government issues only consols. With 1, (57) and 
(29) reduce to 
  0                                        (70) 

 
In the case of consols, the long-term interest rate is determined by 

the entire path of future short-term interest rates. Fiscal stress that 
moves long rates need not change short rates contemporaneous, so long 
as the expected path of short rates satisfies (71). Inflation and output are 
now 
 

 
Combining (72) and (73) 

 (1 ) ( ) ( 1)(1 ) 0 
 

an expression that generalizes the “flexible target criterion” found in 
conventional optimal monetary policy exercises in new Keynesian 
models.13  

                                                           
13  Notice that as  → 0, which occurs as the steady state distorting tax rate 

approaches 0,  → 0 and (74) approaches the conventional flexible target 
criterion with lump-sum taxes ( ) 0 so that optimal inflation rate 

M
tî kti +

ˆ  (71) 

1 ( )  (72) 

( 1)(1 )  (73) 
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(76) 

(77) 

(63) 

Condition (73) makes the output gap proportional to . The first-order 
condition for debt, (52), implies there are no forecastable variations in 

, so there are no forecastable variations in . Taking expectations of 
(73), we have 

                                        (75) 
 
It is interesting to notice that with long-term debt, the output gap is 

proportional to the Lagrange multiplier associated with government 
budget. Since  is random walk, the output gap is also a random walk. 
To understand this, it is useful to refer back to the government solvency 
condition 
 (1 )  ( ̂ , ̂ ) 

 
Consols introduce the possibility that the bond price  can behave as 
a fiscal shock absorber: bad news about future surpluses can reduce the 
value of outstanding bonds, leaving the real discount rate unaffected. A 
constant real discount rate smoothes the output gap, which explains the 
absence of forecastable variations in the output gap. Higher is the value 
of —longer the duration of debt—the less is the required change in 
bond prices and future inflation for a given change in present-value 
surpluses. 

Condition (72) implies that inflation is determined by a weighted 
average of  and . Taking expectations 

 

(1/ 1)(1 )  
or 
 1 ( ) 
                                                                                                                                 

should vary with both the the rate of change in the output gap and the level of the 
gap [see Woodford (2011) and references therein]. 
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(80) 

(81) 

(79) 

(83) 

(77) implies that the expectation of inflation next period is formed by 
current period’s realized inflation plus an adjustment term that is 
proportional to the forecasting error of . Expectations of this 
expression conditional on information at 1 yields 
 ( ) 0                                  (78) 

      
Substituting the above results into (43) and (44) yields tax-rate and 

interest-rate gaps 
 ̂ ̂ 1 ( ) 1 1 1 1λ 1 1 (1 )  

                   1 1   *ˆˆ
tt ii  

 
Substituting into the government’s intertemporal condition gives 
  1  

                                 (82) 
 
where the coefficients in these expressions are defined in appendix G. 

 
5.3. General Case 
 

 Rewrite (55) and (56) using the lag-operator notation,  
 (1 ) (1— ) (1 )(1 )  ( 1)(1 ) (1 )(1 )            (1 )                                     (84) 
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(86) 

(87) 

(89) 

(88) 

The optimality condition for debt that requires  to be a martingale 
may be written as 
 (1 ) 0            (85) 

 
where  is the backshift operator, defined as . 

Taking expectations of (83) and (84), we obtain 
   ( ) 1—  (1 )                       (1 )  λ ( 1)(1 )  s (1 ρ)                       (1 )(1 )  
 
Applying (85), we obtain 
 1

 

(1 ) 1
 

 
(88) and (89) are important to understand the effects of maturity 
structure on the formation of expectations. The expectation of inflation 
and output-gap are both history dependent. The expectation of next 
period’s inflation depends on the realization of inflation this period plus 
an adjustment term, which is proportional to the forecasting error of . 
Taking expectations at time 1 yields 

 
                  (90) 

 
Expression (90) implies that the expectation of future inflation decays at 
rate . The longer the duration, the more persistent is expected future 
inflation. The expectation of the output gap also depends on a linear 
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combination of the realization of the current output gap and an 
adjustment term. The longer the average maturity, the more weight 
households put on the lagged output gap and the less weight on the 
current Lagrange multiplier. Longer average maturity makes the output 
gap less susceptible to current disturbances in fiscal stress. 
 
 

6. Numerical Results 
 

 We turn to numerical results from the model calibrated to U.S. data 
in order to focus on a set of implications that may apply to an actual 
economy. 

Table 2 reports a calibration to U.S. time series. We take the model’s 
frequency to be quarterly and adopt some parameter values from  

 
▌ Table 2 ▌  Calibration to U.S. Data 

Parameter Definition Value 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

discount rate  
the inverse of intertemporal elasticity of substitution 
the inverse of Frisch elasticity of labor supply  
the fraction of firms cannot adjust their prices  
intratemporal elasticity of substitution across consumption goods 
steady state consumption to gdp ratio  
steady state government transfer payment to gdp ratio  
steady state government spending-gdp ratio  
steady state debt-gdp ratio  
steady state tax rate  
autoregressive coefficient of tech shock  
autoregressive coefficient of government spending shock  
autoregressive coefficient of tax rate shock  
autoregressive coefficient of transfer payment shock  
standard deviation of innovation to tech shock  
standard deviation of innovation to government spending shock 
standard deviation of innovation to tax rate shock  
standard deviation of innovation to transfer payment shock 

0.99 
0.50 
0.50 
0.66 
10 

0.87 
0.09 
0.13 

0.49×4 
0.24 
0.786 
0.886 
0.782 
0.56 
0.008 
0.027 
0.029 
0.047 



 CHAPTER 1 _ Inflation’s Role in Optimal Monetary-Fiscal Policy 29 

(91) 

Benigno and Woodford (2004), including 0.99 , 0.66 and 10; we set 0.5 , implying a Frisch elasticity and an 
intertemporal elasticity of substitution of 2.0, both reasonable empirical 
values. Quarterly U.S. data from 1948Q1 to 2013Q1 underlie the values 
of , ,  and are used to estimate autoregressive processes for the 
three exogenous shocks.14 Table 2’s calibration makes the relative 
weight on output-gap stabilization equal to 0.0033, slightly higher 
than the value used in Benigno and Woodford (2007) ( 0.0024).15 

 
6.1. Fiscal Financing 
 
Sims (2013) emphasizes the role of surprise inflation as a “fiscal 

cushion” that can reduce the reliance on distorting sources of revenues. 
One way to quantify the fiscal cushion is to use the government’s 
solvency condition to account for the sources of fiscal financing—
including current and future inflation—following an innovation in the 
present value of transfers, , or government purchases, . The solvency 
condition may be written as 

 (1 )
PV(  )

           f  

(1 ) ( ̂ )
PV(  )

 ( )    
  PV(  f )

 

(1 ) (1 )( ) ( ̂ ̂ )
PV(   )

 
 
Condition (91) states that a fiscal disturbance that changes the 

present value of government expenditures must be financed by some 

                                                           
14 Appendix H provides details. 
15 Benigno and Woodford’s calibration of 0.16 largely explains the difference in 

the values of λ. 
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mix of current and future tax revenues, current and future inflation 
rates—which revalue outstanding government bonds—and future real 
discount rates—which alter the present value of the revenue flows.16 
Fiscal financing underscores the inherent symmetry between monetary 
and fiscal policy: interactions between the two policies determine the 
reliance on tax revenues versus current and future inflation. 

Figure 2 plots the financing decomposition for a government 
transfers shock—top panels—and a government purchases shock—
bottom panels—as a function of the average duration of government 
bonds for the calibration to U.S. data in table 2. For both transfers and 
purchases shocks, the vast majority of financing comes from future tax 
revenues—in fact, for government purchases, it is nearly 100 percent 
tax-financed, regardless of the duration of government debt. Both 
current and future inflation are relatively unimportant sources of 
financing, though future inflation becomes relatively more important as 
the duration of debt increases because changes in bond prices can help 
to maintain government solvency. 

As the average duration increases, 1, (91) and the upper right 
panel of the figure both show that the importance of real interest rate 
adjustments dissipates. In the new Keynesian model, real interest rates 
transmit immediately into movements in the output gap, so at short 
durations, distortions in output are relatively big. As duration rises, it is 
optimal to smooth output more, so real interest rate movements 
diminish. In the limit, when 1, the present value of real interest rate 
is zero and it is optimal to make  and rely instead on 
inflation as a fiscal cushion. 

Source of fiscal financing are particularly sensitive to the level of 
debt in the economy. Figure 3 reports fiscal financing of an increase in 
transfers under three steady state debt-GDP levels: the calibration to 
U.S. data (49 percent), “low debt” (20 percent), “high debt” (100 
percent). Figure 4 repeats the analysis for an increase in government 
purchases. As the level of debt rises, the reliance on tax financing  
                                                           
16 More generally, spending increases could be financed by future spending decreases, 

but those adjustments are precluded by assumption in the optimal policy exercises 
we perform.  
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▌ Figure 2 ▌  Fiscal Financing Sources in Percent of Total Increase in Government  
Expenditures 

 
 

declines. With very short debt duration, changes in real interest rates 
account for a substantial fraction of financing in high-debt economies. 
Reliance on real rates declines rapidly as duration rises, with future 
inflation becoming increasingly important. With long-duration debt, 
high-debt economies would finance over 15 percent of a transfers 
innovation with current and future inflation. 

The roles of current and future inflation hold up for the financing of 
an increase in government purchases. Real interest rates, whose 
movements go against financing higher government purchases, account for 
about seven percent of the financing at short durations. As with transfers, 
reliance on tax revenues declines as duration increases.  

6.2. Dynamic Impacts of Disturbances   
 Figures 5–7 plot the dynamic responses to shocks in government 
purchases, government transfers, and total factor productivity under 
three different debt durations—one quarter (solid lines), five years 
(dashed lines) and a consol (dotted-dashed lines). 
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▌ Figure 3 ▌  Fiscal Financing of Exogenous Increase in Transfers in Percentage of 
Innovation in Expenditures 

 
Note : Solid line: U.S. debt-GDP ratio (49%); dashed line: low debt (20%); dotted-dashed line: high debt (100%). 

 
▌ Figure 4 ▌  Fiscal Financing of Exogenous Increase in Government Purchases in 

Percentage of Innovation in Expenditures 

 
Note : Solid line: U.S. debt-GDP ratio (49%); dashed line: low debt (20%); dotted-dashed line: high debt (100%). 
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▌ Figure 5 ▌  Exogenous Increase in Government Spending 

 
▌ Figure 6 ▌  Exogenous Increase in Government Transfers 
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▌ Figure 7 ▌  Exogenous Increase in Total Factor Productivity 

  
6.3. Contrast to Conventional Optimal Monetary Policy  
 The conventional optimal monetary policy problem, as Woodford 

(2011) describes, typically assumes a nondistorting source of revenue exists, so that stabilization policy abstracts from fiscal policy dis- 
tortions.17 To place the conventional optimal problem on an equal 
footing with the fully optimal problem, we have the government 
optimally choose the interest rate function, taking as given exogenous 
processes for technology, government spending, and the distorting tax 
rate; lump-sum transfers (or taxes) adjust passively to ensure the 
government’s solvency condition never binds. In the conventional 
problem, the maturity structure of debt is irrelevant. In this section we 
contrast fully optimal policy to the conventional optimal monetary 
policy. In both cases, we examine the case of a distorted steady state. 
We focus on optimal policy commitment and adopt Woodford’s (2003) 
“timeless perspective.” 

                                                           
17  Key earlier expositions of the conventional optimal monetary policy problem 

include Clarida, Galí, and Gertler (1999) and Woodford (2003). 
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Figure 8 plots the value of the loss function under the conventional 
optimal monetary policy—highest dashed line—and under the fully 
optimal monetary and fiscal policies—solid line—as a function of the 
average duration of government debt. These calculations employ the 
calibration in table 2 for U.S. data. Even though fully optimal policies 
do not use lump-sum taxes to make the government solvency condition 
non-binding, welfare is higher under fully optimal policies. The reason 
for higher welfare is that in U.S. data, average tax rates are persistent 
( 0.782) and volatile ( 0.029) and welfare under conventional 
optimal monetary policy suffers from variable tax rates. The figure 
shows that by reducing the volatility of the tax process—rescaling it to 
be comparable to the government spending or the productivity 
processes—welfare under the two optimal policy regimes can be made 
equivalent. Of course, because the maturity of government debt is 
irrelevant under conventional optimal monetary policy, as maturity 
changes, there is nothing that policy regime can do to adjust. 
 
▌ Figure 8 ▌ Value of Loss Functions as Percentage of Steady State Output 

 
Note : Solid line is value of loss function under fully optimal policies; dashed lines are loss function under 

conventional optimal monetary policy with passive lump-sum taxes. Welfare can be equivalent between 
the two policies by scaling the variance of the distorting tax appropriately. 
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Figure 9 reports the implications of debt levels for the increase in 
welfare under fully optimal policies compared to conventional optimal 
monetary policy. For all debt-GDP ratios, welfare increases 
monotonically with average duration under the fully optimal policies, 
but not under the conventional optimal monetary policy. Welfare 
improvements are most dramatic at the short end of the maturity 
structure—up to about five years—and most pronounced in high-debt 
economies. This suggests an important policy message: high-debt 
economies may have difficulty placing long-maturity debt, but they may 
derive substantial benefits from selling even moderate maturity bonds. 
 
▌ Figure 9 ▌  Increase in Welfare under Fully Optimal Policies Compared to Conventional 

Optimal Monetary Policy with Passive Lump-sum Taxes, in Units of 
Fraction of Steady State Output. 

 
Note : Solid line : U.S. debt-GDP ratio (49%); dashed line: low debt (20%); dotted-dashed line: high debt (100%). 
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7. Concluding Remarks 
 

 This paper shows that the maturity structure of outstanding 
government debt can play an important role in stabilization policies. 
Optimal monetary and fiscal policies and the resulting equilibria depend 
explicitly on the average maturity of government debt. 

The paper also shows that revaluations of nominal government debt 
through surprise changes in current and expected inflation are 
components of an optimal monetary-fiscal policy regime, expanding on 
a suggestion that Sims (2013) makes. Surprise inflation allows the 
government to rely less on distorting taxes to ensure government 
solvency. Longer maturity government bonds permit the inflation to be 
smoothed over time, reducing the welfare losses that would otherwise 
occur due to the price dispersion that inflation creates. 

Inflation’s role as a fiscal shock absorber grows more important as 
the average level of government debt rises in an economy. Once debt 
grows to about 100 percent of GDP, an optimal monetary-fiscal policy 
mix can entail current and future inflation accounting for 15 percent or 
more of the financing of government spending or transfers disturbances. 
This optimal policy contrasts sharply with the fiscal financing in 
inflation-targeting policy regimes, where all fiscal disturbances are 
financed by future taxes. 
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(A.1) 

▌ Appendix ▌  

A. Derivation of Long-term Bond Price and IEC 
 

Define 
 

, ,  ,   
 
as the stochastic discount factor for the price at t of one unit of 
composite consumption goods at t + k. Then (3) and (4) in the text can 
be written as 

 ,                                  (A.2) 

, (1 )                            (A.3) 
 
Iterating on (A.3) and imposing a terminal condition yields 
 , ,         , , , , ,             ,      , , ( , )                               , ,            ,  
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(A.4) 

(A.5) 

      ,          
 

Equation (A.4) implies that the long-term bond’s price is determined by 
weighted average of expectations of future short-term bond’s prices. 

Substitute (A.1) into (A.4) 
 ,  ,  ,  ,  ,  ,  

        ,  ,  

 
Condition (A.5) implies that the long-term bond price is determined by 
the whole path of expected future price level, discounted by consumption 
growth rate. The long-term bond price is negatively correlated with 
expected future inflation rate and consumption growth rate. 

Rewrite (A.3) as 
 , (1 )        , (1 )  ( , , )        (1 )  ( , , )            (A.6) 

 
Recall from (A.5) that 
 

,   
 

 is determined by weighted average of expected future discounted 
value of future stochastic discount factors. Therefore, without loss of 
generality, we assume ( , , )=0, and (A.6) can be expressed 
as 
 (1 )                              (A.7) 
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(A.9) 

(A.10) 

To derive intertemporal equilibrium condition, we iterate on government’s 
period budget constraint, (13), and impose asset-pricing relations and 
the household’s transversality condition:  

 (1 )  

                           1 1  

                       1 (1 )(1 )                                                                                                                   (A.8) 

 
Substituting (A.1) and (A.3) into (A.8) yields 

 (1 ) ∞
0 ,  ,  

 
To derive (15) in the text, combine (A.5) and (A.9) 

 ,  , 1 1 ,  ,  
 
 
B. Derivation of Nonlinear First Order Conditions 
 
The full nonlinear optimal policy problem maximizes 
 ( , ∆ , ) 

 
subject to 
 1 1 1  

(B.1) 
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( ) (1 ) ,                         (1 ) 1  
 , , 1 1 1  

∆ (1 ) 1 1 ( ) ( )∆  
 

The first-order conditions are 
  , ( 1) ( ) (1 ) , ,         1

 

       1 0 

 11 ( ) ( ) (1 ) ( )         ( 1) (1 )        ,, (1 ) 6 (1 ) (1 )1 ( )1 1 ( )       (1 )∆ 1 (1 ) 1 0 ∆  ,  ( ) 0  1 1 ( ) 0 

 1 0  , 0 

(B.2) 

(B.3) 

(B.4) 

(B.5) 

(B.6) 
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  ,, 0 

  ,, 0 

 
If we redefine  , , , , , , ,, then the first-order conditions can be simplified as 

  , ( 1) ( ) (1 ) , ,         , 1  
      (1 ) 0 

 11 ( ) ( ) (1 ) ( )          ( 1) , (1 )         , (1 ) (1 ) (1 )1  
       ( ) ( ) (1 )∆ ( ) 0 ∆  ,  ( ) 0                   (B.9)  1 ( ) 0  0                         (B.11)  0                                    (B.12)   0                                (B.13)   0 

 

(B.7) 

(B.8) 

(B.14) 

(B.10) 
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where  through   are the Lagrange multipliers. Condition (B.13) 
implies that the evolution of the Lagrange multiplier corresponding to 
the government budget  obeys a martingale. Condition (B.14)  
connects  to the Lagrange multiplier corresponding to the maturity 
structure . Conditions (B.10) – (B.12) relate  to the Lagrange 
multiplier corresponding to the aggregate supply relations , , . 
Conditions (B.7) and (B.9) implicitly determine the shadow price of the 
each constraint. Notice that (B.9) determines the marginal utility loss 
from inflation, while (B.7) determines the marginal utility loss from 
variations in output-gap. 

 
B.1. Deterministic Steady State  
 
Using the optimal allocation that appendix B describes, in a steady 

state with zero net inflation, 1, we have 
 Δ 1, 1 ,    11  

 
The associated steady-state price of long-term bond is given by 

 1  

 
which is increasing in average maturity . The intuition is very 
straightforward, long-term debt yields more coupon payments and 
therefore demands higher price. 

The steady-state government budget constraint implies 
 ( 1)  
 

where /  is the steady-state debt to GDP ratio, /   is 
the steady state government purchases to GDP ratio, /   is the 
steady-state government transfers to GDP ratio. 

Steady-state Lagrangian multipliers satisfy 
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( 1)                     (B.15) 

1  

                           (B.17) 

                           (B.18) (1 ) ( , 1)                    (B.19) 
 ( 1)1 (1 ) (1 )1          ( , 1)             (B.20) 
 
Note that  and  can be solved from (B.19) and (B.20), and at 

steady state the other multipliers are proportional to . At steady state, 
the Lagrange multiplier associated with government budget therefore 
completely summarizes the distortions from output; the price dispersion 
summarizes the distortions from inflation. 

 
 
C. Second-Order Approximation to Utility 
 
The life-time welfare of household is defined by 
 ( , ∆ , )  

where 
 

( , ∆ , ) ( )1 1 ∆                               ( , ) ( , ∆ , )      (C.2)  
We use a second-order Taylor expansion for a variable : 

 /  / 1 12  

(C.1) 

(C.3) 

(B.16) 
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and 
 ( 12 ) 
 

The derivation of second-order approximation closely follows Benigno 
and Woodford (2004). 

The first term in (C.2) can be approximated to second order as 
 ( , )  12 12 ( ) 12 2 12 2 2 12      ( ) 12 2 12 2 2 ( ) . .  12 1 2 ( ) . .  12 1 sc 1 2 1 ( ) . .  

 
“t.i.p.” represents the terms that are independent of policy. The second 
term in (C.2) can be approximated by 

 ( , ∆ , )  Δ Δ Δ       12 12 12 Δ ( ) Δ Δ Δ       12 12 Δ ( ) . .  Δ Δ Δ       12 12 Δ ( ) . .  12 1 Δ Δ      Δ 12 Δ ( ) . .  

(C.4) 

(C.5) 
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12 (1 ) 11 Δ Δ (1 ) Δ     ( ) . .                 (C.6) 
 
From Benigno and Woodford (2004) we know that a second order 

approximation to (B.6) yields 
 Δ Δ (1 )(1 ) ( ) . .  

 
which implies that Δ ( 2). 

Therefore (C.6) can be simplified as 
 ( , ∆ , ) 12 (1 ) 11 Δ (1 )                                             ( ) . .                 (C.8) 

 
 

Combine (C.5) and (C.8) and apply the relation (1 Φ) , we 
approximate the life-time utility (C.1) as 

 Φ 12 (1 ) (1 Φ)(1 ) 2 

                    (1 Φ)(1 ) 1 Φ1                               ( ) . . .                              (C.9) 
 
From Benigno and Woodford (2004) we observe 
 

(1 )(1 ) (1 )(1 ) 2  
 
Therefore, the second-order approximation to the life-time utility 

(C.1) can be further expressed as 
 

(C.7) 

(C.10) 
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12 2 2 2  

                             ( ) . . .                             (C.11) 
 

where 
    Φ  1— 1 (1 Φ)(1 ) ̂ (1 Φ)(1 )      (1 Φ) (1 )(1 )(1 ) 

 Φ 1 (1 τ)  measures the inefficiency of steady state of output. 
 is steady state consumption to GDP ratio;  is steady 

state government spending to GDP ratio. 
 
 
D. Second-Order Approximation to Government’s IEC 
 
Recall the government budget constraint 
 (1 )  

 
and no-arbitrage condition 

 , , 1 (1 )  
Define 

 

, (1 )   
By applying (D.2) and (D.3), (D.1) can be rewritten as 

(D.1) 

(D.2) 

(D.3) 
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,                (D.4)  
and 

 

,  
 
A second-order approximation to ,  yields 
 

, 12  
 

We express  in terms of  and  through the second order approximation 
to the identity , 

 12 12  
 

Since , a second-order approximation to the primary 
surplus can be written as 

 ̂ 12  ̂ ̂ 12           ( 12 ) 
 
Substituting (D.7) and (D.8) into (D.6), we obtain 

 ,   12 12       ̂ 12  ̂ ̂ 12       12 12 ( 2 )      ̂ ( 1) ̂  

(D.5) 

(D.6) 

(D.7) 

(D.8) 
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    ( 3) σ  12 σ 12 ̂      12 ̂ ̂        12 σ(1 σ) 2      σ ̂ σ σ       σ ̂ ( 3) σ ̂ 12 ̂ 12 1 2σ σ
    σ σ (1 σ ) ̂ ̂     1 ( )     ( 3)                                             (D.9) 

 
Therefore, by substituting (D.9) into (D.5), we express the second-order 
approximation to government lEC as 

 (1 ) ̂ ̂ 12 2
 

      12 2 ̂ ( 3) . .  

 (D.10) 
 
where 
                                          ξ σ    
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(1 σ )                                            1 2
 1 1 1   

 

 
 is steady state government transfer payment to GDP ratio; 

 is steady state surplus to GDP ratio. 
 
 

E. Second-Order Approximation to Aggregate Supply  
Relation 

 
The aggregate supply relation is defined by the equations 
 1 1 1  

( ) (1 ) ,       (E.3) 
 
A second-order approximation to (E.1) can be written as 
 

1 (1 ){ 1 ( 1) ( 2)                         1 (1 ) 3
 

 
A second-order approximation to (E.2) can be written as 
 (1 ) 12 (1 ) 1 12  

(E.1) 

(E.2) 

(E.4) 
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(1 ) (1 ) (1 )        12 (1 ) ( 1) ( 3) . . . 
(E.5) 

 
A second-order approximation to (E.3) can be written as 
 ( 1) 12 ( 2) 12          ( 1) (1 )( ) ̃         12 (1 )(2 ) ( ) ̃         ̃ (1 )( ) (1 )         ( 3) . . .                                    (E.6) 
 
Therefore,      ( (E.5)-(E.6) can be expressed as 
 1  ( 1 ) 1 (1 )      12 (1 ) 1 12 ( 1) 12 ( 2)     12 1 (1 ) ( 1)     1 (1 ) (1 ) 12 (1 ) 2    ( 1)  (1 )( ) ̃     12 (1 )(2 ) ( ) ̃    ̃ (1 )( ) (1 )    ( 3) . . .                                      (E.7) 
 
Then we plug (E.4) into (E.7) and obtain 
 1 (1 ) 12 1 ( 1) ( 2) 2  

1
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1 (1 )  

1 (1 ) 12 1 ( 1) ( 2) 12     1 (1 ) 1 (1 )     12 (1 ) 1 12 ( 1) 12 ( 2) 12  

  (1 ) (1 ) 12 ( 1)     1 (1 ) (1 )  

  12 (1 ) 2 ( 1)     (1 )( ) ̃ 12 (1 )(2 )    ( ) ̃ ̃ (1 )( )    (1 )  ( 3) . . .                      (E.8) 
 
Note that at steady state we have the relations           , (1)  and (1 ) (1 ) , therefore (E.8) can be 

simplified as 

 1 (1 ) 12 1 (1 ) 1 ( 1) ( 1)  

1 (1 )  

1 (1 ) 12 1 (1 ) 1 ( 1)    ( 1) 1 (1 ) (1 )    (1 ) (1 ) 12 (1 ) ( 1)     (1 ) (1 ) ̂ (1 ) ̂ 12 ̂     12 1 3 (1 ) ̂ (1 )     ( 3) . . .               (E.9) 

1
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Define ( 1) ( 1) ,  and 
substitute into (E.9), we obtain a recursive relation 

 ̂ ̂ 12 12 ̂           ̂ 2 ( 3) . . . 
(E.10) 

 
where 

 1                            ( )  (1 )       (2 ) ( )( )  (1 )
 

 1
 

 
and 
 1 (1 )( )1  

1  

 

 
Integrate (E.10) forward from t = 0, we have 
 ̂ ̂ 12 12 ̂  

 
̂ 2 ( 3) . . . (E.11) 
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F. Quadratic Approximation to Objective Function 
 
Now we use a linear combination of (D.10) and (E.11) to eliminate 

the linear term in the second order approximation to the welfare 
measure. The coefficients , should satisfy 

 Φ 0 
 
The solution is 
 ΦΓ  Φ(1 )( )Γ  

 
where  is steady-state government outlays to surplus ratio, 

and satisfies 1 .  Γ 1 ( ). 
Therefore, we can finally express the objective function in the linear 

quadratic form of 
 ( ) ( ) (1 )  

 
with 

 (1 Φ)( ) Φ( ) (1 )(1 )Γ            Φ (1 )(1 )Γ Φ (1 )Γ  Φ(1 ) (1 )( )Γ (1 Φ) ( )
 

 

12 ( ) 12 ( 3) . . . (F.1) 
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and  denotes the efficient level of output, which is exogenous and 
depends on the vector of exogenous shocks , 

 ( )        
 

where 
 (1 Φ)(1 ) Φ(1 )(1 )Γ  ΦΓ 1 1 Φ(1 )Γ             ( 1 1)   ΦΓ 1

 

 
 
G. Coefficients of Analytical Solution in Section 5 
 
Recall when 0 , we express inflation and welfare relevant 

output-gap as 
 

 
 

 
where 
 1 1 1λ (1 1)(1 )  1λ  

 
The solution for  and  are given by 
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1
 

 
 

where 

( 1) ( )                          (G.2) 
 
 
When 1, we express inflation and welfare relevant output-gap 

as 
 ( )  

 
 

where 
 1

 1 (1 1)(1 )  

 
The solution for  and  in this case are given by 
 1

 

 
 

where 
 (1 )                                    (G.3) 

 

(1 ) ( ) (1 ) (G.1) 

( 1) 11  (G.4) 
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H. U.S. Data 
 
Unless otherwise noted, the following data are from the National 

Income and Product Accounts 
Tables released by the Bureau of Economic Analysis. All NIPA data 

are nominal and in levels. 
Consumption, C. Total personal consumption expenditures (Table 

1.1.5, line 2). 
Government spending, G. Federal government consumption 

expenditures and gross investment 
(Table 1.1.5, line 22). 
GDP, Y . Y = C + G. 
Total tax revenues, . Federal current tax receipts (Table 3.2, line 

2) plus contributions for government social insurance (Table 3.2, line 
11) plus Federal income receipts on assets (Table 3.2, line 12). 

Total government transfers, Z. Federal current transfer payments 
(Table 3.2, line 22) minus Federal current transfer receipts (Table 3.2, 
line 16) plus Federal capital transfers payments (Table 3.2, line 43) 
minus Federal capital transfer receipts (Table 3.2, line 39) plus Federal 
subsidies (Table 3.2, line 32). 

Federal government debt, . Market value of privately held 
gross Federal debt, Federal Reserve Bank of Dallas,  
http://www.dallasfed.org/research/econdata/govdebt.cfm. 

Total factor productivity, A. Business sector total factor productivity, 
produced on 03-May-2013 by John Fernald/Kuni Natsuki, 
http://www.frbsf.org/economic-research/total-factorproductivity-tfp/. 
All published variables are log-differenced and annualized. To be 
consistent with model with fixed capital, we compute ( ), where dhours and  are business sector hours and 
labor composition/quality actually used. Given  400  ( )( ) , we compute the annualized level of TFP, normalizing 1. 

We use data from 1948Q1 to 2013Q1 to calibrate the model to U.S. 
data. For steady states, we use the sample means reported below. For the 
quarterly calibration, we multiply B/Y by 4. Lump-sum transfers as a 
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share of GDP adjust to satisfy the steady state government budget 
constraint. 

 
Variable Mean 

G/Y 
τ 

B/Y 

0.129 
0.240 
0.489 

 
To calibrate the exogenous processes, we apply a Hodrick and 

Prescott (1997) filter to time series on , , , and  and estimate 
AR(1) processes using the cyclical components of the filtered data, 
denoting those components by , ̂ , ̂ , . Let the AR(1) be =  

 with standard error of estimate . Estimates appear below 
with standard errors in parentheses. 
 

Variable 

 
 ̂  
 ̂  
 

 

0.886  
(0.029) 
0.782  

(0.038) 
0.549  

(0.051) 
0.786  

(0.038) 

0.027 
 

0.029 
 

0.045 
 

0.008 
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CHAPTER 2 
Transmission Mechanisms of the Public Debt* 

 
 

by 
Tack Yun**1 

(Department of Economics, Seoul National University) 
 
 
Abstract 
 
The first part of this paper presents the empirical IS curve that 

involves the real anticipated interest rate and ratio of the public debt to 
GDP. In particular, the empirical finding on a negative debt-elasticity of 
the aggregate demand opens the possibility of non-Keynesian effects of 
exogenous changes in the government’s real primary budget surplus, 
which tends to be apparent in more recent sub-sample periods. In order 
to consider potential theoretical foundations of the empirical IS curve, a 
set of different small DSGE models are discussed: Sovereign-risk based 
channel or Risk-premium (financial friction) based channel, Modified 
liquidity-effect channel, Market-segmentation (in market for government 
securities) channel, and Expectations channel. 
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1. Introduction  
 
 The recent research on the fiscal theory of the price level determination 
has presented multiple channels through which changes in the public 
debt can affect the aggregate inflation. Changes in the level of the public 
debt might also affect the aggregate demand through various channels: 
Learning based channel, Expectation channel, Sovereign-risk based 
channel, Risk-premium (financial friction) based channel, Liquidity-effect 
channel, Wealth-effect channel, Portfolio-balance channel, and Market-
segmentation (in market for government securities) channel. 

The first part of this paper is devoted to present some empirical 
evidence on an empirical IS relation that connects the aggregate demand 
to the real anticipated interest rate and the ratio of the public debt to 
GDP. The result of the empirical analysis is significantly in favor of the 
presence of an empirical IS curve in which the aggregate demand is 
affected by both the real anticipated interest rate and the public debt-to-
GDP. In particular, a negative debt-elasticity of the aggregate demand 
opens the possibility of non-Keynesian effects of changes in the real 
primary budget surplus, which means temporary expansions of the 
aggregate output caused by exogenously increased budget surpluses. 

In addition, the empirical finding suggests modification of the 
criteria used for the conventional distinction between non-Ricardian and 
Ricardian regimes. While the conventional distinction tells that the 
Taylor principle delivers an explosive dynamics of equilibrium path in a 
non-Ricardian regime with an exogenous primary surplus process, the 
estimated empirical IS curve indicates that a unique local equilibrium 
path requires the Taylor principle even with non-Ricardian regime in the 
presence of negative debt-elasticities of the aggregate demand. 

The theoretic motivation behind the empirical analysis of this paper 
can be explained as follows. Although many different transmission 
channels potentially exist, it is possible to partition them into distinct 
equivalence classes (up to the first-order approximation) within a small 
structural-model framework, especially by using the IS curve. In 
particular, if the public debt plays a role in the inter-temporal optimization 
problems of households, a canonical representation of the resulting IS 
curve can be written as 
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where  denotes the output gap,  is the nominal interest rate,  is 
the natural rate of interest,  is the inflation rate,  is the real public 
debt, and coefficients  and  are positive. But the sign of  
depends on how the role of the public debt is incorporated into models. 
Specifically, the convenience yield of government securities and the 
incorporation of their wealth effect lead to a positive value for . The 
sovereign-risk or financial-friction based channels of the public debt can 
generate a negative value of . In addition, a learning based channel 
might take place when the presence of fiscal uncertainty and resulting 
debates on its consequence on inflation may lead agents not to be 
confident about the true determination of inflation expectations, while 
this possibility is already explored in Sims (2011) and Leeper and 
Walker (2011). 

A small-sized DSGE model is then used to demonstrate that the sign 
of the elasticity of the public debt in the IS equation plays an important 
role in determining whether or not the conventional wisdom for 
monetary-fiscal interactions breaks down. In the presence of risk-
premium (financial friction) based channel, for example, it might be 
necessary to modify the criteria used for the conventional distinction 
between non-Ricardian and Ricardian regimes. Furthermore, since the 
IS curve is the key equation for the transmission of the public debt in 
this paper, a different transmission mechanism of the public debt 
corresponds to a different scenario for the inclusion of the public debt 
into the IS curve. Thus, a goal of this paper is to see a variety of 
alternative theoretic mechanisms that might help include the public debt 
into the IS curve. As a result, many different models are discussed in 
this paper. However, these models are not new in the literature. 

The first one allows for the possibility of default in the government 
debt because expected future expenditures exceed expected future 
revenues. The default rate of government securities should be obtained 
by imposing the restriction that the expected present-value of the public 
debt at the indefinite future must be zero, following Uribe (2006) and 
Shabert (2010). The tentative result of this paper is that the introduction 
of sovereign default with having any financial friction might not create 
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qualitatively substantial changes in the conventional dichotomy between 
non-Ricardian and Ricardian regimes. 

But a slight modification of the market structure of government 
securities may help break down the conventional wisdom about the role 
of fiscal policy regimes in restoring the local uniqueness of equilibrium 
dynamics when monetary policy rules are chosen to move very mildly 
in response to a rise in the aggregate inflation. In order to show this 
result, an example model of this paper reflects the fact that primary and 
secondary markets exist for government securities, while participation 
restriction is imposed on the primary market. Given this type of market 
structure, participants of the primary market might earn positive profits 
by exploiting their monopoly status. For example, primary dealers can 
lend their funds to retail banks or sell government bonds in the 
secondary market at the interest rate committed by the government, 
while primary dealers trade within participants of the primary market at 
a discounted rate because of the future default risk. In this framework, 
the IS curve contains the public debt as one of its arguments when the 
future default rate is expected to be determined by the ratio of the public 
debt to GDP. 

Alternatively, a negative debt-elasticity of the aggregate demand 
might reflect the possibility that an increase in the level of the public 
debt raises the spread of interest rates (including the one that is applied 
to households) from the policy rate of the central bank. In this vein, 
Garcia-Cicco, Pancrazi, and Uribe (2011) has discussed the role of 
financial frictions in the real business cycles of emerging countries by 
incorporating a specification that enables econometrician to estimate the 
debt elasticity of a country’s premium, rather than fixing it at a small 
number. In particular, their specification might be relevant when fiscal 
uncertainty affects financial friction (that can be measured in terms of 
interest-rate spreads) especially in the era of a persistently high level of 
the public debt. 

The second channel arises in a modified version of the convenience 
yield of government securities, while the convenience yield of 
government securities might arise because of their liquidity and safety. 
The modification is made to allow for the possibility that investors 
might want to prefer a short maturity of government securities than a 
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long maturity especially when they perceive a substantial amount of 
sovereign default risk. Specifically, marginal utility benefits of holding 
short-term government securities rise as the total size of the public debt 
increases. Given this modification, it is demonstrated that in the 
presence of the convenience yield of short-term government securities, 
the risk premium of long-term government securities rises as the ratio of 
the public debt to GDP rises even in the log-linear approximation of the 
model. In this model, keeping the Taylor principle helps guarantee the 
local uniqueness of equilibrium dynamics even when the real primary 
surplus is exogenously determined. 

The third channel is closely associated with the framework of the 
market-segmentation hypothesis of the term structure of interest rates. 
For example, commercial banks take deposits from households to hold 
short-term government bonds and make loans to other financial 
institutions, while investment banks hold only long-term government 
securities in the asset side of their balance sheets. Because of this 
assumption for commercial and investment banks, investors are 
segmented between markets of short-term and long-term government 
securities. 

The expectations-based channel is motivated by the potentially 
important role of the public’s expectations about a deficit reduction plan 
in the determination of current-period’s output. In his undergraduate 
macroeconomics textbook, Blanchard (1997) used an IS-LM framework 
to demonstrate that a deficit reduction package may well lead to a net 
increase in spending and thus an increase in current output, especially 
when it comes with a lower expected future interest rate, unchanged 
expectations of future output, and little increase in current taxes. To the 
extent which the expectations-based channel holds true, this channel 
might be a potential mechanism that bring about a negative debt-
elasticity of the aggregate demand in the empirical IS curve, because the 
sample period of the empirical IS curve covers the period of the deficit 
reduction package performed under the Clinton administration. This 
channel is modeled by allowing for the possibility of one-time output-
jump in expected future output gap, following Sims (2011). 

The next section discusses an empirical relation between the 
aggregate demand and the ratio of the public debt to GDP. In section 3, 
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a small DSGE model is analyzed to understand the implication of 
incorporating the public debt into the IS curve for the determinacy of the 
equilibrium dynamics. Section 4 presents business-cycle implications of 
the empirical IS curve that involves the public debt. The following 
several sections will give detailed discussions of several specific (small-
scale) DSGE models in order to demonstrate that there are alternative 
ways to make the public debt included in the IS curve. 

 
 
2. The Public Debt and the Empirical IS Curve 
 

 In this section, the empirical relation between the aggregate demand 
and the ratio of the public debt to GDP is estimated within the 
framework of a structural relation between the aggregate demand and 
the anticipated real interest. Specifically, an empirical IS curve is 
augmented with the ratio of the public debt to GDP, allowing for the 
impact of the public debt in the determination of the aggregate demand: 

 
      (2.1) 

 
where  denotes the output gap,  is the nominal interest rate,  is 
the natural rate of interest,  is the inflation rate,  is the real public 
debt,  measures the interest elasticity of the aggregate demand, and 

 is the debt elasticity of the aggregate demand. The estimation of this 
empirical relation would lead to a positive estimate of  when the 
aggregate demand is negatively associated with the real interest rate. In 
addition, a negative estimate of  would show up in the presence of 
the wealth effect or the convenience yield of the public debt, while a 
positive value of  implies that the aggregate demand might be 
affected by financial frictions or the possibility of the default risk of the 
public debt.  

The sample consists of the U.S. quarterly data on the output gap, 
anticipated real interest rate, and debt-to-GDP ratio that are observed 
during the period of 1981:Q3 - 2011:Q2. The output gap is defined as 
the deviation of the real GDP from its potential GDP (that is constructed 
by the Congressional Budget Office) and the real interest rate is the 
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federal funds rate minus the expected inflation rate that is obtained from 
the Survey of Professional Forecasters (constructed by the Federal 
Reserve Bank of Philadelphia). Moreover, this measure of the 
anticipated interest rate is detrended by using the Hodrick-Prescott filter, 
in order to obtain the (anticipated) real interest rate gap. The debt-to-
GDP is the ratio of the federal debt (held by the public) to GDP 
(FYGFDPUN that is downloaded from the FRED data set at the St. 
Louis Fed) and the debt-to-GDP ratio is detrended by using the 
Hodrick-Prescott filter. 

It should be noted that a portion of the current measure of the public 
debt is not marketable because it includes the public debt held by trust 
funds such as the Social Security Trust Fund, the Trust Fund for 
Unemployment Insurance, the Highway Trust Fund, the pension fund of 
federal employees, and so on. However, since it is not possible to 
exclude the possibility that an increase in the public’s holdings of non-
marketable debt may have any impact on the aggregate demand, it may 
be desirable to use the two measures. In this regard, when the current 
measure of the public debt is replaced by the marketable debt measure,  

 
▌ Table 1 ▌  Estimation Results of the Empirical IS Curve 

 
(0.08) 

= - 0.42
(0.21)

- 0.20 
(0.04)

, + 0.99
(0.02)

 

 
(0.07) 

= - 0.72
(0.30)

- 0.18 
(0.02)

, + 0.98
(0.07)

 
 

(0.05) = - 0.88
(0.43)

- 0.22 
(0.03)

, + 1.15
(0.09)

 
 

(0.04) = - 0.79
(0.43)

- 0.11 
(0.03)

+ 1.02
(0.03)

 
 

(0.05) = - 0.67
(0.36)

- 0.06 
(0.02)

+ 1.12
(0.09)

 
 

(0.06) = - 0.93
(0.48)

- 0.09 
(0.02)

+ 1.17
(0.13)

 
Note:   is the HP-filtered personal consumption expenditure,   is the HP-filtered real non-durable 

consumption, ,  is the HP-filtered ratio of the public debt to GDP, and  is the HP-filtered real debt. 
The generalized method of moments is used to estimate the forward-looking specification and the 
instrument variables include lagged real interest rates, lagged debt-to-GDP ratios, and lagged output 
gap measures. The numbers in parenthesis are standard errors, except that the first parentheses in 
each line contains J-statistic. 
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the resulting estimation results are roughly consistent with those 
obtained with the current measure. 

Table 1 reports the estimation results of the empirical IS curve 
described above. The generalized method of moments is used to 
estimate the forward-looking specification and the instrument variables 
include a set of lagged real interest rates, lagged debt-to-GDP ratios, and 
lagged output gaps. The estimation results shown in this table uniformly 
imply that the aggregate demand falls as the ratio of the public debt to 
GDP rises. As shown in the first line, the interest-elasticity of the 
aggregate demand is -0.42 and its debt-elasticity -0.20 when the output 
gap is constructed by using the potential GDP measure of CBO. 

Other measures of output gap are used to check the robustness of 
estimation results. The interest-elasticities of aggregate consumption 
gaps that are derived from real personal consumption expenditure and 
real non-durable consumption are larger than the one shown in the first 
line. In addition, debt-elasticities turn out to be consistently and 
significantly negative across different output gap measures. It should be 
also mentioned that the inclusion of the lagged output gap does not 
always improve the empirical fitting of the IS curve, while its 
coefficient is not always significantly different from zero. For this 
reason, the empirical analysis of this section is focused on the IS curve 
without the lagged output, as specified in (2.1).1 

Moreover, negative debt elasticities are still significant even when 
the debt-to-GDP ratio is replaced by the HP-filtered real debt. The lower 
three lines of Table 1 contain estimation results when the debt-to-GDP 
ratio is replaced by the HP-filtered real debt. In this case, the estimates 
of the interest-rate elasticity become significant only in more recent sub-
sample periods. The recent sub-sample periods used in this case are 

                                                             
1 A notable feature of the aggregate demand curve specified above is that it permits 

both backward-looking and forward-looking specifications for the estimation of the 
empirical IS curve. For example, the empirical IS curve equation can be rewritten as ∆  where ∆  is the realized 
change of the aggregate demand between periods 1  and , and  denotes the expectation error for the current aggregate demand. The 
estimation results of this backward-looking specification are broadly consistent with 
the implications of estimation results shown in Table 1. 
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1993:Q1-2011:Q2 for real output gap and 1991:Q1-2011:Q2 for real 
consumption expenditure and non-durable consumption. Hence, negative 
debt-elasticity of the aggregate demand tend to be apparent in more 
recent sub-sample periods. 

The key reason why the debt-to-GDP ratio has a negative coefficient 
in the empirical IS curve is that the current output gap is negatively 
correlated with future debt-GDP ratios. In order to understand the 
reason why these negative correlations are important, it is worthwhile to 
point out that the empirical IS curve is a forward-looking difference 
equation for the output gap, which means that the output gap can be 
written as an infinite sum of both future debt-GDP ratios and future 
anticipated real interest rates:  ∑ ,.  Thus, a significantly positive estimate of  
shows up when the current output gap has consistently and significantly 
negative correlations with future debt-GDP ratios. 

 
▌ Figure 1 ▌  The Cross-Correlations between the Debt-GDP Ratio and the Output Gap 

 
Note : The number at period i in this figure is the correlation of the current output gap at period t with the debt-

to-GDP ratio at period (  for 5, … , 5. The output gap is defined as the percentage deviation 
of output from its potential GDP. 
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Figure 1 reports cross-correlations between the debt-GDP ratio and 
the output gap. Specifically, the number at period i in this figure is the 
correlation of the current output gap at period t with the debt-GDP ratio 
at period  for 5, … , 5. It is shown in this figure that the 
current output gap has negative correlations with future debt-GDP 
ratios. Thus, negative correlations of the current output gap with future 
debt-GDP ratios help understand the reason why the debt-elasticity has a 
negative estimate in the empirical IS curve. In addition, significantly 
negative correlations of the current-period’s output gap with future debt-
GDP ratios reduce the possibility that the current estimation results 
might reflect a spurious representation of the government’s budget 
constraint. The reason for this interpretation is that the present-value of 
the government’s budget constraint generates a relation between 
current-period’s debt-to-GDP ratio and future output gaps. 

Next, an alternative approach is used to see the performance of the 
empirical IS curve equation in the other context. Specifically, it is 
possible to use a VAR projection method, which is first proposed by 
Campbell and Shiller (1987) and used in Gali and Gertler (1999) and 
Sbordone (2002) for estimating the New Keynesian Phillips curve. A 
vector autoregression model is estimated and used to obtain forecasts of 
the output gap, leading to estimates of coefficients of the empirical IS 
curve minimizing the sum of weighted squares of the difference 
between the actual output gap and the predicted output gap from the 
empirical IS curve. An unrestricted VAR model of three variables 
including the output gap, the anticipated real interest rate, and the ratio 
of debt to GDP is given by the following equation: 

 

 
where the vector ̃  is defined as ̃ , 1 , , , s is 
the lag length of the VAR model, and  represents a vector of the 
VAR residuals that are i.i.d. normal random variables with their means 
zero and variance-covariance matrix Ω. Moreover, the vector autoregression 
has a VAR(1) representation in the following form: 

 Γ           (2.3) 

̃ Γ0 Γ ̃1 , (2.2) 
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▌ Figure 2 ▌  Fundamental and Actual Output Gaps 

 
Note : The solid line depicts the output gap that is predicted by the empirical IS curve (fundamental output gap) 

and the dotted line represents the actual output gap. The x-axis corresponds to the sample period. 

 
where , 1, … , 1  and Γ  is a matrix of coefficients. 
Having defined the coefficient vector as , , the coefficient 
vector is estimated by solving the following minimization problem: min  , Γ Ξ Γ , Γ  where Ξ Γ  is a weighting matrix and Γ 
is the estimate of Γ . In addition, the vector , Γ is defined as , Γ Γ  where 3 ,  is 
the selection vector for the output gap,  is the selection vector for the 
real interest rate, and  is the selection vector for the ratio of the 
public debt to GDP. 

Having obtained the estimates of the empirical IS curve, it is now 
possible to construct the fundamental output gap by using the following 
equation: 

 Γ                    (2.4) 
 

where  denotes the fundamental output gap at period t,  is the 
estimated elasticity of the interest rate, and  is the estimated 
elasticity of the debt-to-GDP ratio. 
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Turning the estimation of model parameters, the output gap 
(deviation of real GDP from potential GDP), the real anticipated interest 
rate, and the HP-filtered ratio of the public debt to GDP are used to 
estimate an unrestricted VAR model whose lag order is set to be s = 1. 
The minimum-distance estimators defined above lead to 0.19  and 0.68, given estimated parameters of the unrestricted 
VAR model. These estimates are thus consistent with those shown in 
Table 1. As discussed above, it is also possible to construct the time-
series of output gap by using the empirical IS curve. Figure 2 
demonstrates time-series of fundamental and actual output gaps. In this 
figure, the dotted line corresponds to the fundamental output gap that is 
predicted by the empirical IS curve and the solid line represents the 
actual output gap. The correlation between fundamental and actual  
output gaps is corr , 0.98. Thus, the fundamental output gap  
mimics the actual output gap remarkably well. 

A caveat of this approach is that estimation results depend critically 
on the choice of lag orders and variables of the unrestricted VAR. Since 
this feature holds true for the estimation of the empirical IS curve, it 
should be admitted that the lag-order for the unrestricted VAR is chosen 
so as to produce the highest correlation between fundamental and actual 
output gaps, given the minimal set of variables that are included in the 
unrestricted VAR. Moreover, the dashed line represents the fundamental 
output gap that can be obtained under the restriction that 0. Since 
the dashed line represents the empirical IS curve in the absence of the 
public debt, the difference between dashed and dotted lines can be 
interpreted as the marginal improvement in the performance of the 
empirical IS curve made by the inclusion of the public debt. 
Specifically, the interest-rate elasticity of the aggregate demand 
becomes positive ( 1.55 ), while the correlation between 
fundamental and actual output gaps drops (corr( , ) = 0.72). Hence, 
the inclusion of the public debt significantly improves the performance 
of the empirical IS curve, given the specification of the unrestricted 
VAR.  
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3. The Implication of the Empirical IS Curve for the  
Determinacy of the Equilibrium Dynamics 

 
 A small DSGE model framework is used to see how the incorporation 
of the public debt into the IS curve affects interactions between 
monetary and fiscal policies. As discussed in the introduction, the IS 
curve is given by 

 
.          (3.1) 

   

The Phillips curve equation is 
 

                                (3.2) 
 
where  is the time discount factor of households and  is the slope 
coefficient of the Phillips curve. 2  The central bank adopts the 
prototypical Taylor rule of the form: 

 
                                (3.3) 

 
where  measures the responsiveness of the policy rate with respect 
to the aggregate inflation rate and  measures these responsiveness of 
the policy rate with respect to the aggregate output gap. The 
government’s one-period budget constraint is 

                    (3.4) 

 
where  is the log-deviation of the real primary surplus from its steady 
state. The fiscal rule is specified as follows: 
 ,                 (3.5) 

                                                             
2 Woodford (2003) provides a detailed discussion on the derivation of this Phillips 

curve from optimization problems of monopolistically competitive firms. 
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where , , and  are coefficients of inflation, output gap and 
lagged debt respectively,  is an AR(1) parameter of this surplus 
process, and ,  is identically and independently distributed with mean 
zero and variance finite. In this section, the whole set of equilibrium 
conditions consists of equations (3.1), (3.2), (3.3), (3.4), and (3.5). 

As shown above, the incorporation of the public debt into the IS 
curve requires the inclusion of both the government’s one-period budget 
constraint and the fiscal policy rule into equilibrium conditions of the 
model. The interaction between monetary and fiscal policies should 
naturally take place if the public debt is included in the IS curve. The 
first topic of this section is the relation between the Taylor principle and 
the determinacy of the equilibrium path under non-Ricardian fiscal 
policy regime. It is well-known in the literature that the Taylor principle 
does not lead to a bounded unique equilibrium path if the government 
insists a non-Ricardian fiscal policy regime, as shown in Woodford 
(1995). An example of a non-Ricardian fiscal policy regime is that the 
real primary surplus follows an AR(1) process and its shocks are 
exogenously determined: 

 , .                                    (3.6) 
 

 But, once the public debt is included in the IS curve, this well-known 
result does not hold uniformly even under a fiscal policy regime that is 
deemed to be non-Ricardian. More specifically, if the coefficient of the 
public debt  takes a negative value, the local uniqueness of the 
equilibrium path is restored with the Taylor rule even the non-Ricardian 
fiscal policy regime.3 

In order to get a sense of how this result might come out, the whole 
set of equilibrium conditions can be collected into a system of linear 
difference equations. The resulting system of linear difference equations 
is summarized in the following matrix equation: 

 
                                                             
3 Leeper (1991) develops concepts of active/passive monetary and fiscal policies based 

on their contribution in generating unique bounded equilibrium path. It is also 
possible to address the issues analyzed in this paper, based on those concepts of active 
and passive monetary and fiscal policies. 
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where 2 × 2 matrices A, B, C and D are defined as 

 0 00   
0 0                                   10  1        

 
It should be noted that, if  = 0, this system of linear difference 

equations becomes identical to that of the standard New Keynesian 
model with government’s budget constraint, which is comparable to the 
one discussed in Woodford (1998). In other words, when the system 
becomes the one with a block diagonal matrix, the determinacy of 
equilibrium path requires that only one eigen-value of (2×2) matrix A 
should be greater than one in absolute value. As a result, maintaining the 
Taylor principle leads to an explosive path, rather than generating a 
unique stationary equilibrium path. 

But a negative coefficient of the public debt (  0) in the IS curve 
creates a new channel through which the public debt affects the 
aggregate demand. The block-diagonal system of linear difference 
equations therefore becomes broken down with a negative coefficient of 
the public debt. In this case, a rise in the public debt lowers the current 
aggregate demand, thus leading to falls in the aggregate inflation. 
Hence, the determinacy of equilibrium path should come with  1  
(aggressive responses of the target rate with respect to the aggregate 
inflation).4 In order to see this result, suppose that there is an increase in 
the aggregate inflation and the central bank maintains the Taylor 
principle. In this case, the real interest cost of the public debt increases 

                                                             
4 Canzoneri, Cumby, and Diba (2011) contains a comprehensive survey on important 

issues in the monetary-fiscal interactions. 



76 Fiscal Sustainability and Innovative Welfare System 

with a rise in the aggregate inflation. The resulting increase in the public 
debt, however, contains future inflations because of a negative 
coefficient of the public debt in the aggregate demand equation. The 
Taylor principle therefore turns out to be stabilizing. 
 Turning to the case of  0, the IS curve equation implies that a 
rise in the public debt raises the current aggregate demand, thus leading 
to rises in the aggregate inflation. The determinacy of equilibrium path 
therefore comes with 0   1 (mild responses of the interest-rate 
target with respect to the aggregate inflation). For example, only these 
mild responses of the interest-rate target (with respect to the aggregate 
inflation) make the real interest cost of the public debt fall in response to 
a rise in the aggregate inflation, thus leading to a decrease in the public 
debt. A fall in the real public debt then moves down future inflation and 
aggregate demand through its effect on the IS curve. Hence, mild 
responses of the target rate with respect to the aggregate inflation act as 
a stabilizing force for the aggregate inflation process. 
 
▌ Figure 3 ▌  The Elasticity of the Public Debt and the Determinacy Region 

 
Note : The AR(1) parameter of the exogenous primary surplus is  0.95  in order to produce this figure. In 

addition,  denotes the elasticity of the public debt and  is the inflation coefficient of the policy rule. 
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Figure 3 demonstrates pairs of values of the public debt’s elasticity in 
the aggregate demand equation and the coefficient of the aggregate 
inflation rate in the monetary policy rule that help produce a unique 
bounded equilibrium path, given a set of parameters. As shown in 
Figure 3, keeping the Taylor principle helps restore the uniqueness of 
local equilibrium path around the deterministic steady state when  0. This result holds true even when the real primary surplus is 
exogenously determined. However, when  0 , a unique local 
equilibrium path does not come along with the Taylor principle. 

 
 
4. Business-Cycle Implications of the Empirical IS  

Curve: Non-Keynesian Effects of Government’s  
Budget Surplus 

 
 It will be shown in this section that the sign of the public debt’s 
coefficient (in the IS curve) plays an important role in making responses 
of aggregate variables with respect to changes in exogenous variables. 
For this reason,  0 is represented as the case of “wealth effect” 
and  0 is called  as the case of “non-Keynesian effect,” which 
will be clarified later. 

 
▌ Figure 4 ▌  Dynamic Effects of Real Primary Surplus Shocks 

 
Note : This figure shows impulse responses of aggregate variables when real budget surplus rises by one 

percent. The exogenous real primary surplus follows an AR(1) process while its persistence parameter 
is set to be 0.5. 
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Figure 4 demonstrates dynamic responses of output and inflation 
with respect to an exogenous increase in the real primary surplus. The 
straight line corresponds to the impulse responses in the presence of 
financial frictions, while the dotted line corresponds to the case of 
“wealth effect”. As shown in Figure 4, a rise in the real primary surplus 
moves down the aggregate inflation and output when  0, whereas 
it raises both of them when  0. The latter therefore creates non-
Keynesian effects of exogenous changes in the real primary budget 
surplus, because exogenous increases in the budget surpluses create 
temporary expansions of the aggregate output. 

Although the public debt normally falls when the real primary 
surplus rises, the impact of the public debt’s decrease on the aggregate 
demand differs depending on the sign of the debt-elasticity of the 
aggregate demand. For example, a reduction in the public debt raises the 
aggregate demand in the case of  0 and thus increases the  

 
▌ Figure 5 ▌  Dynamic Effects of Monetary Policy Shocks 

 
Note : This figure shows impulse responses of aggregate variables when there is an exogenous rise in the 

policy rate. The exogenous monetary shock follows an AR(1) processes while its persistence 
parameter is set to be 0.5. 
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aggregate inflation as well. On the contrary, in the case of  0, the 
aggregate demand drops down with a fall in the public debt, while the 
aggregate inflation also falls. 
 Figure 5 show dynamic impacts of monetary policy shocks. The 
straight line corresponds to the impulse responses in the presence of 
financial frictions, while the dotted line corresponds to the case of 
wealth effect. In this figure, both inflation rate and output fall in the case 
of “non-Keynesian effect,” whereas inflation and output rise in the case 
of “wealth effect.” In sum, when  0, responses of inflation and 
output are qualitatively similar as those shown in the Ricardian regime 
with the Taylor principle. However, responses of inflation and output 
turn out to be qualitatively different as the sign of  becomes positive. 
In this case, non-Ricardian fiscal regime needs to be set for the 
uniqueness of bounded equilibrium path. 

The reason why responses of inflation and output are different in the 
two cases can be explained as follows. Although a rise in the nominal 
interest rate leads to an increase in the interest cost in the two cases, the 
resulting increase in the real public debt has different impacts on the 
aggregate demand. In particular, the resulting increase in the real public 
debt raises the aggregate demand in the case of “wealth effect.” Thus, 
inflation rises substantially if the real public debt should be inflated 
away. But, in the case of “non-Keynesian effect”, the increase in the real 
public debt due to the rise in the nominal interest rate decreases the 
aggregate demand. Hence, the inflation rate falls as well. Moreover, the 
aggressive monetary policy rule reduces the real interest rate. As a 
result, subsequent decreases in the aggregate demand helps curtail the 
initial rise of the nominal interest rate. 
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5. Market Friction of Government Securities and 
Sovereign-Risk Based Channel 

 
 In this section, market friction of government securities and the 
default risk of government debt are considered to derive a theoretic IS 
curve that is identical to the specification of the empirical IS curve. In 
the model of this section, primary and secondary markets exist for 
government securities. Market friction for government securities arise 
because of the presence of entry barrier for participants of the primary 
market who can act as primary dealers. The participants of the secondary 
market are retail banks at which households make their deposits and 
obtain loans. Because of this entry barrier, monopoly profits from 
dealing with government securities can arise in the presence of 
sovereign default risk. Given this market structure, sovereign default 
risk could be transferred to the participants of the secondary market. 

In order to see this issue, let’s suppose that the government promises ,  as the gross rate of return for holding its short-term securities 
between periods t and t+1. However, sovereign default risk exists at 
period t + 1, while  is the default rate at period t + 1. In this case, 
the gross rate of return at the primary market is , 1 )] and 
the gross rate of return at the secondary market is , . Since the unit 
profit of primary dealers from dealing with short-term government sec , , the segmented structure of the securities markets brings 
about positive profits in the presence sovereign default risk.5 

Furthermore, when we set , ,1 , the optimization 
condition of households for bond-holdings implies , /1 1 1. In addition, the central bank sets its target on the 
short-term interest rate of primary dealers: , 1Π . The government’s one-period budget constraint at period t is 
also given by , 1 /Π ). As a result, the 
log-linearized version of the Euler equation is  

 

                                                             
5 Fiscal limit can be endogenously determined if setting tax rates is constrained by the 

Laffer curve. Both of Bi(2010) and Davig, Leeper, and Walker (2010) discuss 
inflationary consequences of fiscal limit and sovereign default risk. 
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        (5.1) 
 

where  denotes the policy rate of the central bank, σ is the elasticity 
of intertemporal substitution,  is used to derive this IS 
curve, and log 1 / 1  denotes the log-deviation of 
the default rate of government securities. 

In the era of persistently high public debt, agents expect that future 
default rates are positively associated with the ratio of the public debt to 
GDP: 

 
                              (5.2) 

 
▌ Table 2 ▌  Log-Linearized Equilibrium Conditions 

Note : The first equation is the IS curve, the second equation corresponds to the Phillips curve equation, the third 
equation is the Taylor rule, and the fourth equation is the log-linearized government’s budget constraint. 

 

where the coefficient 0  is positive. As an empirical evidence 
for this relation, the recent empirical findings of Acharya, Drechsler, 
and Schnabl (2011) on the relation between sovereign and bank CDS 
during the period of 2007-2010 can be summarized as follows: 
 
• Pre-Bailout Period: This period covers the start of the financial crisis 

in January 2007 until the bankruptcy of Lehman Brothers. Across all 
Western economies, there was a large, sustained rise in bank CDS as 
the financial crisis develops. However, sovereign CDS spreads 
remains very low. This evidence is consistent with a significant 
increase in the default risk of the banking sector with little effect on 
sovereigns in the pre-bailout period. 

 

 

 1  
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• Bailout Period: This period covers the bank bailouts starting with 
the announcement of a bailout in Ireland in late September 2008 and 
ending with a bailout in Sweden in late October 2008. During this 
one-month period, there was a significant decline in bank CDS 
across all countries and a corresponding increase in sovereign CDS. 
This evidence suggests that bank bailouts produced a transfer of 
default risk from the banking sector to the sovereign. 

• Post-Bailout Period: This period covers the period after the bank 
bailouts and until 2010. both sovereign and bank CDS increased 
during this period and that the increase was larger for countries with 
significant public debt ratios. This evidence suggests that the banks 
and sovereigns share the default risk after the announcement of 
banks bailouts and that the risk is increasing in the relative size of 
countries’ public debt. 
 
Combining equation (5.1) with equation (5.2), the log-linearized IS 

curve turns out to be 
 

           (5.3) 
 

▌ Figure 6 ▌  The Elasticity of the Public Debt and the Determinacy Region 

 
Note : The AR(1) parameter of the exogenous primary surplus is 0.95  in order to produce this figure. In 

addition,  denotes the elasticity of the public debt and  is the inflation coefficient of the policy rule. 
The output coefficient is set to be 0.5. 
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where coefficients of the IS curve , , and  are now defined as 
 11    11    1   

 
In this case, the sign of  is negative so that this model gives rise 

to the non-Keynesian effect of changes in the government’s budget. 
Table 2 also includes a set of log-linearized equations that can be used 
to compute the equilibrium dynamics of a small DSGE model. 

Figure 6 demonstrates pairs of values of the public debt’s elasticity 
for the risk premium and the coefficient of the aggregate inflation rate in 
the monetary policy rule that guarantee a unique equilibrium path. As 
shown in Figure 6, keeping the Taylor principle helps restore the 
uniqueness of local equilibrium path around the deterministic steady 
state in the case of a positive value of  (not too close to zero), while 
this result does not hold true with a negative value of . 

 
 
6. Time-Varying Risk Preferences and Convenience-

Yield Based Channel 
 

 The aim of this section is to present an equilibrium model in which 
the specification of the estimated empirical IS curve discussed above 
can be interpreted as an approximation to the model’s IS curve under 
plausible parameter values (up to the first-order approximation). 
Moreover, the model of this section does not necessarily need to 
introduce an explicit specification of sovereign default risk premium, 
which is in contrast with the model of the previous section. 

Investors might want to prefer a short maturity of government 
securities than a long maturity especially when they perceive a 
substantial amount of sovereign default risk. This time-varying attitude 
toward maturities of government securities can be formulated in the 
model with the convenience yield of government securities by assuming 
that utility benefits of holding short-term government securities rise as 
the total size of the public debt increases. In order to simplify the 
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analysis, it is assumed that the time-varying coefficient for the benefit of 
holding short-term government securities rises when the aggregate size 
of the public debt increases relative to the aggregate nominal output. 
Hence, the preferences of households at period 0 are represented by the 
following equation: 

 , 1 ,  

 
where ,  is the nominal value of short-term government securities 
held by household h,  is the aggregate public debt in the nominal 
term. In addition, function , /  represents the convenience 
yield at period t of short-term government securities that is expressed in 
terms of the utility level at period t (that is concave and continuously 
twice differentiable in its argument) and function /  is a 
monotonically increasing function that drives the time-varying aversion 
to longer-term securities as the public debt rises. 

In order to defend the inclusion of the short-term government debt in 
the utility function of an individual household, it would be worthwhile 
to mention the work of Krishnamurthy and Vissing-Jorgensen (2010) 
who report three reasons for holding Treasuries: 1) the high liquidity of 
Treasuries compared to corporate bonds; 2) neutrality, which may 
motivate official institutions such as U.S. Federal Reserve banks, state 
and local governments, and foreign central banks to hold Treasuries to 
avoid favoring any non-governmental borrower over another; and 3) 
safety of Treasuries (their widespread reputation as the lowest-risk 
interest-bearing asset). 

Furthermore, there are two different types in the government’s securities: 
One is one-period discount bond whose face value is one dollar and the 
other is a nominal consol whose nominal coupon is one at the initial 
period and then decays geometrically at a rate of  over time, following 
Rudebusch and Swanson (2008). The dollar price at period t of this 
nominal consol in its initial period is , 1 , , ,  
where ,  is the nominal stochastic discount factor that is used to 
compute the dollar value at period t of one dollar at period t + 1. The 

(6.1) 
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price at period t of the nominal consol issued at period t - k is ,  
for 1, 2, … , ∞. The one-period holding return of a nominal consol is 
the same regardless of the time period when it is issued: , 1, / , . The budget constraint at period t of household h is then 
given by 

 , , , ,  1 , ∑ , Φ  

 
where  is the real wage at period t and Φ  is the real dividend 
income at period t. Hence, the household’s utility optimization condition 
for holding any nominal consol is 

 ,Π 1 

 
where  is the marginal utility of consumption at period t and Π / ) is the ratio of the price level at period t + 1 to the price 
level at period t. The optimization condition for holding short-term 
government securities between periods t and t + 1 is 

 

, Π  

 
where , , / ) is the real value of short-term government bonds 
held by household h and  is the real total debt at period t (held by the 
public). 

Moreover, the instantaneous government’s budget constraint can be 
written as 

 , , , , ,  

 
where ,  is the total nominal coupon payments at period t and ,  is  

(6.4) 

(6.2) 

(6.3) 

(6.5) 
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the face value of the nominal consol issued at period t. The geometric  
decay of coupons over time leads to a simple evolution equation for  , : , , , . The aggregate nominal public debt at period t  
(evaluated in terms of the market value) is defined as , / , , . 

 
6.1. Implication for the Relation Between the Public Debt  

and Maturity 
 
The empirical relation between the size of the public debt and the 

maturity structure of government securities exhibits a non-linear 
relation. For example, Missale and Blanchard (1994) found a strong 
inverse relation between maturity and the debt-to-GDP ratio for 
countries which reached debt-to-GDP ratios approaching or exceeding 
100 percent. An explanation about this observation is that high inflation 
is associated with higher inflation uncertainty, leading to higher risk 
premium on long-term nominal debt and thus governments to stop 
issuing long-term debt. The explanation explored by Missale and 
Blanchard is that the government would choose a shorter maturity in 
order to make its non-inflation pledge especially when the government 
might have a strong incentive to inflate away its nominal debt. 

The model of this section helps set up an independent explanation for 
the observed inverse relation between the size of the public debt and the 
maturity structure of government securities. In other wards, since the 
risk aversion of investors for government securities is associated with 
the level of the public debt relative to GDP, a higher debt-to-GDP ratio 
leads to a higher risk premium on long-term nominal debt and thus the 
government eventually stops issuing its long-term bonds with an 
extremely large amount of the public debt. 

The risk premium of long-term government securities over short-
term government securities is defined as the difference between the 
expected one-period holding return of long-term government securities 
and the risk-free rate of short-term government securities. By log-
linearizing equations (6.3) and (6.4) and then combining the resulting 
two equations, it can be shown that the risk premium of a long-term 
bond still exists even in the log-linear version of the model: 
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,  1 ,  
 

where /  and / are the elasticity 
of function  with respect to  and the elasticity of marginal utility 
of government bonds. The presence of the convenience yield of short-
term government securities drives the wedge between the real gross 
interest rate and the inverse of time discount factor: 1. Hence, to 
the extent that the convenience yield of short-term government 
securities exists, the risk premium of long-term government securities 
rises as the ratio of the public debt to GDP rises even in the log-linearly 
approximated model. 
 

6.2. Implication for Monetary-fiscal Policy Interactions 
 

 Table 3 summarizes the whole set of log-linearized equilibrium conditions. 
The first line in the table corresponds to the log-linearized Euler 
equation that can be interpreted as the IS curve of this model. The ratio 
of the public debt-to-GDP is included in the IS curve, while its 
coefficient is negative. Hence, the modified version of the convenience 
model helps rationalize a negative coefficient of the public debt in the 
empirical IS curve. 
 Turning to the calibration of parameter values, Krishnamurthy and 
Vissing-Jorgensen (2010) report that the average convenience yield of 
long-term Treasuries over the period of 1926-2008 is 72 basis points of 
which 46 basis points is driven by the liquidity of Treasuries and 26 
basis points by the safety of Treasuries. Moreover, since the pecuniary 
return and the convenience yield together create the motivation of 
holding Treasuries,  should hold at the deterministic 
steady state where c denotes the steady-state convenience yield. Under 
the assumption that the average convenience yield of short-term 
Treasuries is similar with this reported value,   0.0072. Laubach 
(2009) reported that a percentage point increase in the projected deficit 
to GDP ratio raises the five-year-ahead 10-year forward rate by 20 to 29 
basis points: a typical estimate is about 22 basis points. If a percentage  

(6.6) 
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▌ Table 3 ▌  Log-Linearized Equilibrium Conditions: Time-Varying Convenience Yield 

Note : The coefficients , , , and γ  are defined as , , 1 , 1/  / , while R is the steady-state gross interest rate and / ) is the share 
of short-term securities in the aggregate total debt. 

 
▌ Figure 7 ▌  Dynamic Effects of Real Primary Surplus Shocks 

 
Note : This figure shows impulse responses of aggregate variables when real budget surplus rises by one 

percent. The exogenous real primary surplus follows an AR(1) processes while its persistence 
parameter is set to be 0.5. 

 
point increase in the debt to GDP ratio creates a similar magnitude of 
the estimate and the short-term interest rate is not significantly affected 
by this increase in the projected deficit to GDP ratio, it would be alright 

,  ω , 1 ω ̂ , ,  

, , 1 1 , , 1 1 ̂ ,  

, , ,  ̂ , 1 , ̂ ,  

, 1 ,  

 

,  
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to set 1 / 0.29. Thus, given that 0.29 1 /,  0.99 , and 0.0072  are used to compute  Moreover, 
following Greenwood and Vayanos (2010), the average-maturity of 
Treasuries is 4.67 years and the share of long-term Treasuries is 0.18 at 
the deterministic steady-state equilibrium. Hence the maturity parameter 
is set to be δ = 0.78 and the share of short-term debt is  0.5.  

In particular, the observation that  implies that, when c is 
sufficiently small, the value of  becomes very close to zero, leading 
to essentially zero coefficient of ,  if the size of  is relatively 
small. If this holds true, it might be then plausible to argue that the IS 
curve equation in the first line of Table 3 can be approximated as 
follows: 

 
 

 
where the coefficient  is defined as  0.29 1 . As a 
result, the estimated empirical IS curve can be interpreted as an 
approximation to the model’s IS curve under plausible parameter values 
(up to the first-order approximation). 

Figure 7 shows the impulse responses of aggregate variables with 
respect to an exogenous rise in the real primary surplus. The straight 
line corresponds to the reduced form model of non-Keynesian effect, 
while the dotted line corresponds to the impulse responses in the 
convenience yield model with financial frictions. As shown in Figure 7, 
an increase in the real primary surplus raises both of inflation and output 
in the convenience yield model with the presence of financial frictions. 
The reason behind this result is that when the public debt goes down, 
households prefer short-term government bonds less than before. Hence, 
the risk-premium of long-term government securities drops as the public 
debt falls. The reduction of this risk premium helps boost up the 
aggregate demand. The increases in the aggregate demand also raises 
the inflation rate. 

Figure 8 shows dynamic impacts of monetary policy shocks. The 
straight line corresponds to the reduced form model of non-Keynesian 
effect, while the dotted line corresponds to the impulse responses in the 
convenience yield model with financial frictions. As shown in this  
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▌ Figure 8 ▌  Dynamic Effects of Monetary Policy Shocks 

 
Note : This figure shows impulse responses of aggregate variables with respect to an exogenous increase in 

the policy rate. The exogenous shock follows an AR(1) processes while its persistence parameter is set 
to be 0.5. 

 
figure, an exogenous increase in the short-term interest rate reduces the 
aggregate demand, while the reduction of the aggregate demand 
translates into a fall in the aggregate inflation rate based on the Phillips 
curve. 

 
 
7. Market-Segmentation Based Channel 
 

 The aim of this section is to present a small DSGE model in which 
the dynamic responses of aggregate variables with respect to changes in 
exogenous variables are similar to those shown in the case of non-
Keynesian case, while the model’s IS curve is not identical to those used 
in the empirical part of the paper. 
 In the model of this section, there are two different types of financial 
institutions. Commercial banks take deposits from households to hold 
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short-term government bonds and make loans to other financial institutions. 
Investment banks hold only long-term government securities in the asset 
side of their balance sheets. Because of this assumption for commercial 
and investment banks, investors are segmented between markets of 
short-term and long-term government securities. Since networths of 
investment banks are not enough for their financial investments, part of 
their investment funds must be borrowed from commercial banks. While 
multiplicative idiosyncratic shocks affect realized returns of investment 
banks, there is ex-post information asymmetry (between borrowers and 
lenders) regarding realized returns from holding long-term government 
securities, following Bernanke, Gertler and Gilchrist (1999). It is also 
assumed that lenders must pay audition fee to obtain the precise 
information about the realized return of an investment bank. 

An investment bank’s manager begins with his/her net worth  
and borrows , , , ,  where ,  is the nominal price of 
long-term government securities and ,  is the target purchase of 
long-term government securities. The realized profit of the investment 
bank can be written as , , , , , , where ,  is 
the contract interest rate and ω is an i.i.d. random variable that follows 
a log-normal distribution log ~ /2, . Hence, the threshold 
value of  for a non-negative profit under this debt contract is   , , , , , . In addition, the participation constraint of 
lenders can be written as 

 

, , , 1  

, , , , , , . 
 
As a result, the debt contract problem for investment and commercial 

banks can be written as 
 max, , 1 Γ , , ,  

 
subject to 

(7.1) 
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Γ , , , , ,     (7.2) 
 

where Γ  and  are defined as 
 Γ  

. 
 
The optimization conditions of this debt contract imply that the 

aggregate investment on long-term government securities is determined 
by the following equation: 

 , ,, ψ ,  

  
▌ Table 4 ▌  Log-Linearized Equilibrium Conditions: Market Segmentation 

Note : In this table, ,  is the log-deviation of the real net-worth of investment banks, ψ /ψ  is 
the elasticity of function ψ  evaluated at the steady-state equilibrium. In addition,  and  are 
coefficients in the log-linearized net-worth equation of financial intermediaries: 1 1 Γ   
and 1 / Γ / 1 Γ , Γ   /Γ , and  / . 
Here function  maps   into / , the ratio of the gross return of long-term bonds to the short-
term return, so that / . 

,
, , , 1  

, , , ,  

, , ,  ̂ , 1 , ̂ ,  

, , 1 1 ω , , 1 1 ̂ ,  ω , 1 ω ̂ ,  

 

,  

   

(7.3) 
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where function  is increasing in its argument.6 Furthermore, the 
net-worth of the investment bank’s manager evolves over time 
according to the following equation: 
 , 1 , , , , , ,               , , , Ω                (7.4) 
 
where Ω  is the income of the investment bank’s manager and 
parameter  is the death rate of investment bank’s manager (that is 
introduced to prevent them from accumulating wealth enough not to rely 
on any banks for their investment funds). 

In order to derive the demand curve for deposits, the convenience 
yield of deposits is introduced into the utility function of households. 
Specifically, the preferences of households at period 0 are represented 
by the following equation: 

 , 1  

 
where  is the household h’s nominal value of deposits and  /  denotes the utility of having deposits. The budget constraint 
at period t of household h is then given by 

 , ,  1 , ∑ , Φ  

 
 
 
 

                                                             
6 Bernanke, Gertler, and Gilchrist (1999) contains a detailed discussion on how to 

derive the function ψ  from the debt contract problem specified in equations (7.1) 
and (7.2).  

(7.5) 

(7.6) 
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▌ Figure 9 ▌  Dynamic Effects of Real Primary Surplus Shocks 

 
Note : This figure shows impulse responses of aggregate variables when real budget surplus rises by one 

percent. The exogenous real primary surplus follows an AR(1) processes while its persistence 
parameter is set to be 0.5. 

 
where  is the real transfer from households to managers of investment 
banks. In particular, the real transfer  is set to be Ω . Although 
this assumption is arbitrarily made, it facilities to have a well-
defined evolution equation of the net-worth of investment managers. 
The household’s utility optimization condition for deposits is also 
given by 

 

, Π  

 
where  denotes the marginal utility of consumption at period t. This 
optimization condition serves as the demand curve for deposits given 
the market deposit rate. Since the commercial banking industry is 
perfectly competitive, the zero profit condition helps determine the 
market deposit rate. In other words, the market deposit rate is 
determined by solving the following zero profit condition for the  

(7.7) 
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commercial banking industry: , / , , , , . 
The aggregate market-clearing condition for goods is 
 11 Ω , , ,  

 
where  is the aggregate consumption of investment bank’s managers 
and the third term is the aggregate amount of resources devoted to 
monitoring costs. The instantaneous government’s flow budget 
constraint can be written as 

 , , , , ,  

 
where , , is the total nominal coupon payments at period t and ,  is 
the nominal amount at period t of short-term securities. In addition, as 
explained in the previous section, the geometric decay of coupons over time  
leads to a simple evolution equation for , : , ,  , . 

 
▌ Figure 10 ▌  Dynamic Effects of Monetary Policy Shocks 

 
Note : This figure shows impulse responses of aggregate variables with respect to an exogenous increase in the 

policy rate. The exogenous shock follows an AR(1) process while its persistence parameter is set to be 0.5. 

(7.8) 
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The aggregate nominal public debt at period t is defined as , / , , . The market clearing condition for long-term 
government securities requires , , . The no-arbitrage condition 
leads to the following condition: 

 ,Π 1 

 
where , is defined as , 1 , / , . The log-
linearization of this equation around the steady state then leads to the IS 
curve equation.  

Table 4 summarizes the log-linearized equilibrium conditions. The 
first equation is the IS curve, the second equation is the net-worth 
equation of financial intermediaries, and the third equation describes the 
demand curve of government’s long-term bonds that is a log-linear 
approximation to equation (7.3). It should be mentioned that the log-
linearization of the aggregate social resource constraint is ̂̂  where  is the share of households’ consumption,  is 
the consumption share of investment bank managers, and  
represents the log-linear approximation of the aggregate monitoring 
costs. In the calibration of this section, the share of resources devoted to 
monitoring costs and consumption of investment-bank managers is set 
to be insignificantly small (essentially close to zero). Hence, the 
consumption gap (that is defined as the logarithmic deviation of 
consumption in the sticky-price equilibrium from that of the flexible-
price equilibrium) turns out to be equal to the output gap, which is 
reflected in the IS curve shown in Table 4. 

Even with this approximation, the IS curve in this model seems to be 
quite different from the estimated IS curve. However, it will be 
demonstrated that this model generates impulse responses of aggregate 
variables similar to those shown in the reduced-form model of financial 
friction. Figure 9 shows the impulse responses of aggregate variables 
with respect to an exogenous rise in the real primary surplus. The 
straight line corresponds to the reduced form model of non-Keynesian 
effect, while the dotted line corresponds to the impulse responses in the 
market-segmentation model. 

(7.9) 
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As shown in Figure 9, an increase in the real primary surplus raises 
the aggregate inflation and output. The main reason for this result is that 
increases in the government’s budget surplus reduce supplies of short-
term and long-term government bonds, thus lowering their prices. Given 
the Euler equation for long-term bonds, declines in the long-term 
interest rates boost up the aggregate demand rises and therefore increase 
the aggregate inflation as well. Figure 10 shows dynamic impacts of 
monetary policy shocks. The straight line corresponds to the case of 
non-Keynesian effect, while the dotted line corresponds to the impulse 
responses in the market-segmentation model of government bonds. As 
shown in this figure, both inflation rate and output fall in this market-
segmentation model when the nominal short-term interest rate rises. In 
sum, this simple model of market-segmentation generates equilibrium 
dynamics similar to those of the reduced-form model of non-Keynesian 
effect (the case of 0). 

 
 
8. Expectations Based Channel 
 

 In his undergraduate macroeconomics textbook, Blanchard (1997) 
used an IS-LM framework to demonstrate that a deficit reduction 
package may well lead to a net increase in spending and thus an increase 
in current output, especially when it comes with a lower expected future 
interest rate, unchanged expectations of future output, and little increase 
in current taxes. 

As an actual example of a deficit reduction plan, Blanchard 
described the initial deficit reduction plan presented by President 
Clinton in February 1993 that consists of three parts. The first and main 
part is a plan for a backloaded deficit reduction, starting with a 
reduction of $20 billion in 1994 increasing in steps to $131 billion in 
1998. The second part is a short-term stimulus program of $16 billion. 
The third part is not under the administration’s control but can be hoped 
that the Fed would use expansionary monetary policy to offset the 
contractionary effects of tax increases and spending cuts. Specifically, 
the third part can be formulated by including the public debt into the 
interest-rate rule as follows: 
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▌ Table 5 ▌  Log-Linearized Equilibrium Conditions: Market Segmentation 

Note : The first equation is the IS curve, the second equation corresponds to the Phillips curve equation, the 
third equation is the Taylor rule, and the fourth equation is the log-linearized government’s budget 
constraint. The final two equations describe the output gap that involves a one-time output-jump and 
the probability of a one-time output-jump, respectively. 

 
where the parameter  takes a positive value. 

Sims (2011) considers a one-time price-jump event whose 
probability is small, in order to model the role of the public debt in the 
public’s expectation about the aggregate inflation. In the same vein, the 
model of this section allows for the possibility that the initiation of a 
deficit reduction package might create the uncertainty in the public’s 
mind about the true determination of the aggregate output gap. In order 
to model this possibility,  represents the expected future 
output gap that involves the possibility of a one-time output-jump event, 
whereas  denotes the expected future output gap conditional 
on the absence of a one-time output-jump event. Specifically, it might 
be helpful to make the following decomposition: 

 
 

 
where  denotes the probability of an output-jump at period t. This 
jump probability is determined by the following equation: 

 ,  
 

where the absolute value of  is less than one,  is positive, and ,  is a white noise with its mean zero. The negative coefficient of the 

̃  

 

 1  ̃  

,  
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public debt in the jump probability is motivated by the modeling 
assumption that a one-time output-jump is initiated by the public’s 
confirmation about the success of the deficit reduction package and the 
success of the deficit reduction package is confirmed by the observation 
of actual reduction in the public debt. As shown in Table 5, the 
possibility of one-time output-jump can create the dependence of 
current-period’s aggregate demand on the public debt. Hence, the 
expectations based channel discussed in this section might be a potential 
mechanism to account for a negative debt-elasticity of the aggregate 
demand in the empirical IS curve, because the sample period of the 
empirical IS curve covers the period of the deficit reduction package 
performed under the Clinton administration. 
 Figure 11 shows the impulse responses of aggregate variables with 
respect to an exogenous rise in the real primary surplus. The straight 
line corresponds to the reduced form model of non-Keynesian effects, 
while the dotted line corresponds to the impulse responses in the model 

 
▌ Figure 11 ▌  Dynamic Effects of Real Primary Surplus Shocks 

 
Note : This figure shows impulse responses of aggregate variables when real budget surplus rises by one 

percent. The exogenous real primary surplus follows an AR(1) processes while its persistence 
parameter is set to be 0.5. 
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of expectationsbased channel. As shown in Figure 11, an increase in the 
real primary surplus raises the aggregate inflation and output. The main 
reason for this result is that an increase in the government’s budget 
surplus reduces the public debt and thus increases the probability of 
one-time output-jump. In addition, the short-term nominal interest rate 
set by the central bank falls with a decrease in the public debt. The 
inclusion of the public debt in the interest rate rule is motivated by 
allowing for the possibility that the Fed would use expansionary 
monetary policy to offset the potential contractionary effects of the 
deficit reduction package, as mentioned above. 

Figure 12 shows dynamic impacts of monetary policy shocks. The 
straight line corresponds to the case of non-Keynesian effect, while the 
dotted line corresponds to the impulse responses in the model of 
expectations-based channel. Both inflation rate and output fall in this 
model when the nominal short-term interest rate rises. Hence, this 
simple model of expectations-based channel generates equilibrium 
dynamics similar to those of the reduced-form model of non-Keynesian 
effect(the case of 0). 

 
▌ Figure 12 ▌  Dynamic Effects of Monetary Policy Shocks 

 
Note : This figure shows impulse responses of aggregate variables with respect to an exogenous increase in the 

policy rate. The exogenous shock follows an AR(1) process while its persistence parameter is set to be 0.5. 
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9. Conclusion 
 

 Based on the analysis of this paper, there are three points to be 
summarized in this conclusion. First, multiple distinct channels might 
exist in the way through which the public debt affects the aggregate 
demand. The financial friction channel of the public debt discussed in 
this paper may help explain how a rise in the public debt can repress the 
aggregate demand, especially in the era of persistently high levels of the 
public debt. Second, the main effective transmission mechanism of the 
public debt might not be fixed over time. Rather, it seems likely to 
change over time. In particular, since the effective transmission 
mechanism of the public debt varies over time, it is relatively difficult to 
capture. As a result, fiscal uncertainty might be enlarged during the 
period like the recent Great Recession. Third, once a “non-Keynesian 
effect” framework is initiated by financial-friction or expectations-based 
channels, it dramatically affects the nature of interactions between 
monetary and fiscal policies. For example, a significantly negative elasticity 
of the public debt in the IS curve breaks down the conventional wisdom 
about consequences of keeping the Taylor principle under non-Ricardian 
fiscal policy regime for the existence of the unique equilibrium path. 

Finally, it would be worthwhile to mention that a negative debt-
elasticity of the aggregate demand might reduce the effectiveness of 
changes in government expenditures and income taxes at the zero lower 
bound on the short-term nominal interest rate as well as in normal times. 
In a similar vein, it is shown in the appendix that the presence of the 
public debt in the IS curve can have substantial impact on the power of 
the forward guidance at the zero lower bound. As a result, it would be 
interesting to direct future research toward the empirical and theoretic 
relation between the effectiveness of various fiscal policy instruments 
and negative impact of the public debt on the aggregate demand at the 
zero lower bound as well as in normal times. 
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▌ Appendix ▌  

A. Calibration 
 
In this appendix, I focus on the description of how to set parameter 

value for long-term government bonds and the market-segmentation 
model. The evolution equation of ,  implies a steady-state relation 
between   and :  / 1 . In addition, the steady-state 
price of long-term bonds is 1 / 1 . Along with these two 
relations, the government’s budget constraint at the steady state can be 
written as  / (R-1)+ 1 . Hence, rearranging this 
equation leads to the following equation: s/b ω (R-1)+ 11 ω . Given this result, the value of ξ in the log-linearized 
government’s budget constraint is determined once values of ω , R, , 
and  are set. The values of parameters ω , R, , and  are then 
reported in Table 6.  

 
▌ Appendix Table1 ▌  Parameter Values 

 

β δ 
 
 
 σ c 
 
 
 γ 

0.99  
0.79  

(1.5,0.2) 
 (0.5,0.0) 

0.035  
1  

0.0072  
1  

0.5  
0.6 bt 

0.0272  

time discount factor 
maturity parameter 
coefficient of inflation 
coefficient of output 
slope of the Phillips curve 
elasticity of inter-temporal substitution 
convenience yield at the steady state 
elasticity of the marginal utility of government’s short-term bonds 
share of short-term government debt 
elasticity of long-term debt with respect to the total debt 
death rate of investment managers 
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In the market segmentation model, it would be worthwhile to discuss 
how to choose coefficients  and  of the log-linearized net-worth 
equation of financial intermediaries. Specifically, their definitions are 1 1 Γ and 1 / Γ  / 1 , Γ /Γ , and / . In order to determine 
values of these elasticities, it should be noted that the optimization 
conditions of the debt contract problem specified in equations (7.1) and 
(7.2) can be used to derive /  where function  is 
defined as follows: 

  1 Γ λ Γ     Γ  Γ  

 
In Bernanke, Gertler, and Gilchrist (1999, hereafter BGG), 

parameters were chosen to match three steady-state conditions: First, a 
risk spread between risky and risk-less rates = two hundred basis points, 
approximately the historical average spread between the prime lending 
rate and the sixmonth Treasury bill rate; Second, an annualized business 
failure rate = three percent; Third, a ratio of capital to net worth = 2 (or 
equivalently, a leverage ratio of 0.5). In order to produce similar 
parameter values for the market segmentation model, the death rate of 
managers is set to be 0.0272 (quarterly) and the monitoring cost 
parameter is 0.12. 

 
B. Fiscal Policy Regimes and the Forward Guidance at 

the Zero Lower Bound 
 
The specification of the IS curve plays an important role in the power 

of the forward guidance at the zero lower bound on the short-term 
nominal rate of interest, as will be shown in this section. In addition, 
even without any changes in the specification of the IS curve, only 
switches of anticipated future fiscal regimes can have significant impact 
on the effectiveness of the forward guidance. 

A prototypical New Keynesian model is used to see the impact of 
agents’ expectations about future fiscal regime in the effectiveness of 
the forward guidance that should work at the zero lower bound on the 
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(B.1) 

nominal interest rate. In order to do this, let’s suppose that an 
unanticipated exogenous shock at time 0 causes the natural real 
interest rate  to drop below zero and to remain negative until period  and then return to positive values from period 1 onward, 
following Jung, Teranish, and Watanabe (2006) and Levin, Lopez-
Salido, Nelson, and Yun (2010). With the perfect foresight assumption, 
the full exogenous path of the natural rate is known to agents after the 
shock in period 0 has moved down the natural rate. In this case, the 
short-term nominal policy rate may remain at its zero lower bound even 
after the natural rate resumes positive values.7 8  

By iterating backward the IS and Phillips curve equations from the 
terminal point of the zero lower bound, the pair of inflation and the 
output gap under the zero lower bound can be expressed as a function of 
the expected values of these variables at period 1 as follows: 
 

1  

 
The main point is that the forward guidance vector [ , ] 

serves as a terminal condition in period 1 that pins down the 
equilibrium outcomes of inflation and output gap for the preceding 
periods. Given this characterization of the forward guidance, it is clear 
that once agents begin to form inflationary expectations because of their 
expectations about future fiscal regimes, those changes in their 
expectations should be reflected in the forward guidance vector [ , 

]. In other words, the inflationary expectations may raise the power 

                                                             
7 In Levin, Lopez-Salido, Nelson, and Yun (2010, LLNY hereafter), the natural rate 

shock follows an AR(1) process with first-order autocorrelation coefficient 0.75 
for the “Great Moderation”-style shock and 0.85 for the “Great Recession”-
style shock. In the simulation, the natural rate follows the specification of the “Great 
Recession”-style shock. In addition, other parameter values are taken from LLNY 
(2010):   0.035, 1, and 0.99. Those values will be used throughout 
the rest of this paper. This shock process is different from the one used in Eggertson 
and Woodford (2003) where the natural rate of interest becomes -2 percent a year at 
period 0 and then reverts back to the steady-state value of 4 percent a year with a 
probability of 0.1 each quarter. 



108 Fiscal Sustainability and Innovative Welfare System 

▌  Appendix Figure 1 ▌  Anticipated Future Fiscal Policy Regimes and the Forward  
Guidance at the ZLB 

 
Note : The AR(1) parameter of the natural rate shock is 0.85, while the initial shock to the natural rate is 0.025. 
 

of the forward guidance by raising . In particular, others being 
equal, once the non-Ricardian fiscal policy regime happens to take 
place, the increased power of the forward guidance may yield a 
prescription of a shorter duration of the zero lower bound for the same 
magnitude of the shock to the natural rate of interest rate, as shown in 
Figure 13. 

Figure 13 shows the impact of anticipated future fiscal policy 
regimes on the forward guidance at the ZLB. When agents expect a non-
Ricardian fiscal policy regime, the inflation and output gap rise rapidly 
after the ZLB period. However, the inflation and output gap become 
zero soon after the economy gets out of the ZLB. The discrepancy in the 
vectors of the forward guidance (that can be implied by the panels) is 
derived only from the difference between anticipated fiscal policy 
regimes that might prevail after the ZLB period. Furthermore, it should 
be mentioned that coefficients of inflation and output are set to be 1.5 and 0.5 (for the monetary policy rule) in the case of 
Ricardian fiscal policy regime and coefficients of inflation and output 
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are set to be 0.2 and 0 in the case of non-Ricardian fiscal 
policy regime in order to have a unique bounded equilibrium path. 

 
▌  Appendix Figure 2 ▌  The IS Curve with the Public Debt and the Forward Guidance  

at the ZLB 

 
Note : The AR(1) parameter of the natural rate shock is 0.85, while the initial shock to the natural rate is 0.025. In addition, 0.05   in the case of “wealth effect” and 0.05 in the case of 

“non-Keynesian effect.” 

 
Figure 14 shows the implication of the IS curve with the public debt 

on the forward guidance. The “wealth effect” case means 0.05  and 
the “non-Keynesian effect” case means 0.05. The impact of the 
rise in the public debt on the effectiveness of forward guidance might 
differ, depending on whether or not the IS curve reflects the 
wealth/liquidity effect of the public debt or its effect on the financial 
friction. Specifically, when financial friction increases with the rise of 
the public debt, increases in the public debt during the ZLB period move 
down the effectiveness of forward guidance but the wealth effect of the 
public debt strengthens the forward guidance of the zero lower bound. 
The duration of the ZLB therefore lengthens in the case of 0.05. 
For example, as shown in Figure 14, the number of the ZLB period is 8 
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quarters in the case of “non-Keynesian effect” while it is 5 quarters in 
the case of “wealth effect.” As is discussed in previous section, the 
“wealth effect” case corresponds to the non-Ricardian regime, so that 
coefficients of inflation and output are set to be 0.2 and 0 
in order to obtain a unique bounded equilibrium path. The “non-
Keynesian effect” case does not necessarily need to turn away from the 
Taylor principle, so that coefficients of inflation and output are set to be 1.5 and 0.5 for the monetary policy rule. 
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Abstract 
 
We analyze the incidence and correlates of growth slowdowns in 

fast-growing middle-income countries, extending the analysis of an 
earlier paper (Eichengreen, Park and Shin 2012). We continue to find 
dispersion in the per capita income at which slowdowns occur. But in 
contrast to our earlier analysis which pointed to the existence of a single 
mode at which slowdowns occur, in the neighborhood of $15,000-
$16,000 2005 purchasing power parity dollars, new data point to two 
modes, one in the $10,000-$11,000 range and another at $15,000-
$16,0000. A number of countries appear to have experienced two 
slowdowns, consistent with the existence of multiple modes. We 
conclude that high growth in middle-income countries may slow down 
in steps rather than at a single point in time. This implies that a larger  
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group of countries is at risk of a growth slowdown and that middle-
income countries may find themselves slowing down at lower income  
levels than implied by our earlier estimates. We also find that 
slowdowns are less likely in countries where the population has a 
relatively high level of secondary and tertiary education and where high-
technology products accounts for a relatively large share of exports, 
consistent with our earlier emphasis of the importance of moving up the 
technology ladder in order to avoid the middle-income trap. 

 
 

1. Introduction 
 
The rapid economic growth of so-called emerging markets is one of 

the leading storylines of our age and arguably the most important 
economic development affecting the world’s population in the first 
decade of the 21st century. It has lifted millions of households out of 
poverty. It has accounted for the vast majority of global growth in a 
period when the advanced countries have been economically challenged 
and financially troubled. 

For some time now the question on everyone’s mind has been how 
long this rapid growth can continue, in emerging markets in general and 
the group’s largest and most economically dynamic member, China, in 
particular. Attempts to answer that question have given rise to a 
literature on what is referred to, alternatively, as “growth slowdowns” 
and “the middle-income trap.” At the time of writing, Google identifies 
more than 7,000 page references to the first term and nearly 400,000 to 
the second.1 

In an earlier paper (Eichengreen, Park and Shin 2012), we analyzed 
historical experience with growth slowdowns as a way of shedding light 
on future prospects. We considered post-1956 cases of fast-growing 
countries (where GDP per capita had been growing for seven or more 
years at an average annual rate of 3.5 per cent) where growth then 
slowed significantly (where the growth rate of GDP per capita stepped 

                                                      
1  We ourselves prefer the first term on the grounds that the second one is subject to 

potential misinterpretation. 
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down by at least two percentage points between successive seven year 
periods).2  We found that while there was considerable dispersion in the 
per capita income at which slowdowns occurred, the mean GDP per 
capita was $16,540 in 2005 constant U.S. dollars at purchasing power 
parity, the median $15,085. At this point the growth of per capita 
income slowed on average from 5.6 to 2.1 per cent per annum.  By 
comparison, China’s per capita GDP in constant 2005 purchasing-
power-parity dollars was $8,511 in 2007, when the data in our source, 
Penn World Tables 6.3, ended. 

In analyzing the correlates of growth slowdowns, we found that 
slowdowns were positively associated with high growth in the earlier 
period (suggestive of mean reversion), with unfavorable demographics 
(high old-age dependency ratios in particular), with very high 
investment ratios (as if growth fueled by brute-force capital formation 
eventually becomes unsustainable), and with an undervalued exchange 
rate (as if countries with undervalued currencies have less incentive to 
move up the technological ladder out of unskilled-labor-intensive, low-
value-added sectors and thus find it more difficult to sustain rapid 
growth). These results were suggestive, and they were suggestive for 
China in particular.  

In this paper we revisit these questions, updating and extending our 
previous results. There are several reasons for doing so. Concern about 
slowdowns and therefore the literature on this subject have continued to 
grow. China’s growth rate has meanwhile decelerated from more than 
10 per cent in 2010 to less than 8 per cent in 2012, meeting our 
slowdown threshold, although how much of this change is cyclical and 
how much is secular remains to be seen. Recall that our criterion for a 
growth slowdown is that the reduction in the growth rate must be 
sustained for seven years. For what it is worth, the International 
Monetary Fund’s forecasts for the rate of growth of gross domestic 
product at constant prices have Chinese growth accelerating to more 
                                                      
2  We excluded low income countries – those with a per capita GDP of less than $10,000 

US at purchasing power parity – on the grounds that their experience was not really 
salient to the question at hand. In most of our analysis we also excluded countries that 
rely for export revenues primarily on petroleum products on the grounds that their 
experience, for obvious reasons, is special. 
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than 8.2 per cent in 2013 and remaining above 8.5 for a string of 
subsequent years. Others (e.g. Pettis 2012), in contrast, suggest that the 
current deceleration in China is likely to be permanent and that, if 
anything, more is coming. 

In addition, we now have more and better data on slowdown cases. 
Our earlier data ended in 2007, the last year covered by the then most 
recent release of the Penn World Tables. Now, courtesy of Penn World 
Tables 7.1 we have data through 2010. This allows us to identify a 
number of growth slowdowns after the turn of the century that did not 
show up in our earlier data set because we could not yet determine 
whether the deceleration was durable. The new release also revises 
earlier estimates of per capita GDP for a number of countries – not least 
for China, whose 2010 per capita GDP at 2005 PPP prices is now 
estimated to have been only $7,129. In some cases where previously 
erratic series on the growth of GDP per capita have been smoothed, 
what appeared to be slowdowns no longer qualify. In other cases where 
once smooth series are now more volatile, episodes not previously 
identified as slowdowns can now be added to the list. 

Finally, discussions of our previous paper pointed to a number of 
further potential determinants of growth slowdowns whose importance 
might be analyzed. These include the level and structure of human 
capital formation, the level and structure of exports (specifically the 
importance of low-and high-tech exports), financial and political 
stability, and external shocks. 

Our new results are broadly consistent with what we found before, 
albeit with important differences. While we still find that slowdowns are 
still most likely when per capita GDP in year-2005 constant dollars 
reaches the $15,000 range, the distribution of slowdowns is no longer as 
obviously uni-modal. In fact, the new data point to the existence of two 
modes, one around $15,000 and another around $11,000.  

We find that increasing the share of the population with at least a 
secondary level of education (secondary, university and higher) reduces 
the probability of a slowdown, other things equal. But holding constant 
the share of graduates of secondary schools and universities, we do not 
find the same thing for education in general. “High quality” human 
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capital matters more than “low quality” human capital for avoiding 
growth slowdowns, or so it would appear. 

In addition, we now find some evidence that financial crises and 
changes in political regime raise the likelihood of growth slowdowns, 
although we are reluctant to push this evidence too far. What is less 
intuitive is that “positive” regime changes – from autocracy to 
democracy – increase the likelihood of slowdowns. We use case-study 
evidence to develop some intuition forwhat might be driving this result. 

Section 2 reviews our data and methods. In Section 3 we present our 
new list of growth slowdowns and compare it with its predecessor. 
Section 4 then replicates our earlier regression analysis and 
complements it with new findings. Section 5, in concluding, draws out 
the implications for emerging markets and China in particular. 

 
 
2. Data and Methods 
 
Our analysis of growth slowdowns follows Eichengreen, Park and 

Shin(2012), which in turnbuilds on a symmetrical analysis of growth 
accelerations by Hausmann, Pritchett and Rodrik (2005). We identify an 
episode as a growth slowdown if the rate of GDP growth satisfies three 
conditions:  

 , 0.035                                                  (1)  

, , 0.02                                                                     (2) 10,000                                                                                      (3)  
 

where  is per capita GDP in 2005 constant international purchasing 
power parity (PPP) prices, and ,  and ,  are the average growth 
rate between year t and t+n and the average growth rate between t-n and 
t, respectively. Following Hausmann, Pritchett and Rodrik (2005), we 
set n=7. Data on per capital incomes are from Penn World Tables 
(PWT) Version 7.1 which covers the period 1957-2010. Sources for the 
other variables are described in the data appendix. 
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 ▌ Table 1 ▌  Old and New Slowdown Episodes 

(Unit: %, $) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

Argentina 1970*    3.6  1.5  -2.2 10,927  
1997* 4.3  -0.1  -4.5 12,778  
1998* 3.7  0.5  -3.2 13,132  

Australia 1968 4.0  -0.1  -4.0 19,553  
1969 3.9  -0.2  -4.1 20,409  

Austria 1960 6.4  3.5  -2.9 10,537  
1961 5.9  3.4  -2.5 11,042  
1974 4.8  2.5  -2.4 18,860  

1976 4.2  2.1  -2.1 18,615  

1977 4.0  1.6  -2.5 20,875  

Bahrain 1977 4.7  -3.0  -7.7 30,133  
  1978 3.9  -6.2  -10.1 28,339  

Belgium 1973 4.7  2.5  -2.2 18,091  
1974 4.9  1.6  -3.3 18,852  
1976 3.9  1.1  -2.8 19,415  

Chile 1994* 5.9  3.9  -2.0 11,145  
1995* 6.5  2.8  -3.7 12,223  
1996* 6.1  2.3  -3.8 13,004  
1997* 6.6  2.3  -4.3 13,736  
1998* 6.1  2.7  -3.4 14,011  

Cyprus 1989 5.1  2.0  -3.1 13,501  
1990 5.1  1.4  -3.7 14,000  
1992 4.4  1.7  -2.7 14,579  

Denmark 1964 5.0  2.9  -2.1 13,450  
1965 5.4  2.8  -2.6 13,944  

1968 4.1  1.9  -2.2 16,336  
1969 4.3  2.0  -2.3 17,417  

1970 4.5  2.0  -2.5 17,681  
1973 3.8  1.3  -2.5 19,349  

Estonia 2002 7.1  3.9  -3.2 12,525  
2003 7.4  3.2  -4.1 13,591  

Finland 1970 4.5  2.5  -2.0 13,884  
1971 4.1  2.0  -2.1 13,481  
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▌ Table 1 ▌ (Continue) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

1973 4.6  2.5  -2.1 14,996  
1974 5.2  2.1  -3.1 16,594  
1975 4.9  2.5  -2.4 16,545  

2002 3.7  0.9  -2.8 29,781  
2003 3.6  1.3  -2.3 30,151  

France 1973 4.5  2.3  -2.2 18,225  
1974 4.4  1.8  -2.6 18,876  

Gabon 1973 5.4  2.9  -2.5 10,184  
  1974 9.5  -1.3  -10.8 13,865  
  1975 10.6  -3.6  -14.2 15,193  
  1976 13.1  -7.0  -20.1 19,395  
  1977 9.7  -3.8  -13.5 16,333  
  1978 4.4  -0.3  -4.7 12,122  
  1994 3.8  -1.7  -5.5 11,828  
  1995 3.5  -2.9  -6.4 10,161  

Greece 1969 8.3  4.8  -3.5 11,282  
1970 7.9  3.8  -4.1 12,271  
1971 7.6  3.5  -4.1 13,194  
1972 7.5  2.4  -5.1 14,480  
1973 7.8  1.3  -6.5 15,617  
1974 6.0  2.1  -3.9 14,304  
1975 5.6  1.2  -4.4 14,988  
1976 4.8  0.1  -4.7 15,819  
1977 3.8  0.2  -3.5 15,955  
1978 3.5  -0.3  -3.9 16,910  

2003 3.9  0.7  -3.2 23,988  

Hong Kong 1978 6.8  4.3  -2.4 11,924  
1981 7.5  5.2  -2.2 14,659  
1982 7.6  5.1  -2.4 14,855  

1988 5.6  3.2  -2.4 24,523  
1989 5.5  3.2  -2.4 24,867  

1990 5.5  3.3  -2.2 22,241  
1991 5.3  1.5  -3.8 23,374  
1992 6.0  0.9  -5.1 24,540  
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▌ Table 1 ▌ (Continue) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

1993 5.3  1.4  -3.8 25,348  
1994 4.4  0.7  -3.7 26,562  

Hungary 1977 4.6  1.4  -3.2 10,747  
1978 4.4  0.8  -3.6 11,327  
1979 4.0  1.2  -2.8 11,276  

2003 4.1  1.3  -2.8 15,133  
Iran 1972 9.9  -3.2  -13.1 10,791  
  1973 10.1  -6.8  -16.9 11,439  
  1974 9.6  -10.2  -19.8 12,012  
  1975 7.4  -8.2  -15.6 11,324  
  1976 8.5  -9.1  -17.6 13,330  
  1977 4.3  -6.9  -11.2 11,459  

Iraq 1979* 10.9  -6.6  -17.5 11,823  
  1980* 7.9  -3.5  -11.5 11,129  

Ireland 1969 4.4  2.2  -2.2 10,784  
1973 5.1  2.2  -2.9 12,564  
1974 4.5  2.5  -2.0 12,641  
1978 3.7  0.4  -3.3 14,437  

1979 3.5  -0.3  -3.8 14,091  
1999 7.4  3.9  -3.5 31,344  
2000 8.4  3.0  -5.4 34,199  

2001 8.1  1.8  -6.3 35,353  
2002 7.2  -0.5  -7.7 36,875  
2003 6.6  -1.3  -7.9 38,254  

Israel 1970 5.5  2.3  -3.2 12,275  
1971 5.7  1.9  -3.8 13,114  
1972 6.0  1.3  -4.7 13,931  
1973 7.5  0.1  -7.4 15,030  
1974 7.6  0.3  -7.2 15,320  
1975 5.9  0.0  -5.9 15,726  

1976 3.7  0.9  -2.8 15,048  
1996 3.7  -0.1  -3.8 20,973  

Italy 1974 4.4  2.3  -2.1 15,629  
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▌ Table 1 ▌ (Continue) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

Japan 1967 8.5  6.4  -2.1 10,096  
1968 8.5  4.9  -3.6 11,292  
1969 8.9  3.8  -5.2 12,558  
1970 9.2  2.9  -6.3 13,773  
1971 8.2  3.1  -5.1 14,183  
1972 8.6  2.8  -5.8 15,202  
1973 8.2  2.0  -6.2 16,254  
1974 6.4  2.9  -3.5 15,758  

1975 5.0  2.9  -2.1 15,965  
1989 4.1  1.7  -2.4 26,324  

1990 4.6  1.1  -3.5 27,718  
1991 4.5  0.3  -4.2 28,524  
1992 3.8  0.2  -3.6 28,578  

Korea, 
Republic of  

1989 
 

8.8  6.7  -2.1 10,570  

1990 8.8  5.7  -3.1 11,643  
1991 9.0  2.8  -6.2 12,713  
1992 8.5  4.0  -4.5 13,077  
1993 7.9  4.4  -3.5 13,722  
1994 7.6  3.7  -3.9 14,826  
1995 7.1  3.7  -3.4 15,889  
1996 6.7  3.1  -3.6 16,904  
1997 5.7  3.2  -2.5 17,395  

Kuwait 1993 6.4  -2.8  -9.2 45,376  
  1994 6.1  -2.5  -8.6 43,825  
  1995 6.3  -2.8  -9.1 43,893  
  1996 3.9  -0.3  -4.2 43,346  
  1997 8.5  1.5  -7.0 41,131  

Lebanon 1983 9.3  -6.8  -16.1 10,081  
  1984 6.3  -10.1  -16.4 15,107  
  1985* 6.2  -13.8  -20.0 16,192  
  1987 6.3  -3.2  -9.5 10,323  

Libya 1977 5.8  -11.3  -17.1 56,246  
  1978 6.4  -10.0  -16.4 53,273  
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▌ Table 1 ▌ (Continue) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

  1979 7.1  -12.0  -19.1 55,200  
  1980 5.2  -12.4  -17.5 46,139  

  1994 3.6  -1.6  -5.2 16,889  

Malaysia 1994* 6.7  3.4  -3.3 10,987  
1995* 6.8  2.9  -4.0 11,835  
1996* 6.9  2.4  -4.5 12,741  

1997* 6.5  2.5  -4.0 13,297  

Mauritius 1992* 5.3  3.3  -2.0 11,183  
Mexico 1980 4.1  -2.0  -6.0 10,208  

1981 4.4  -2.9  -7.4 10,882  
Netherlands 1970 4.5  2.1  -2.4 17,387  

1973 3.8  1.8  -2.0 21,107  

1974 3.7  0.7  -3.0 21,830  

New Zealand 1960 3.7  1.7  -2.1 14,264  
1965 4.2  1.1  -3.1 16,431  

1966 4.5  1.2  -3.3 17,148  

Norway 1976 4.2  2.2  -2.1 23,463  
1997 3.9  1.7  -2.3 42,838  

1998 4.0  1.6  -2.3 43,927  

Oman 1977 7.1  4.5  -2.6 10,044  
  1978 8.4  4.9  -3.4 11,124  
  1979 7.6  5.3  -2.3 10,641  
  1980 10.4  3.4  -7.0 10,439  
  1981 7.8  2.0  -5.9 11,671  
  1982 5.1  1.2  -3.8 12,236  
  1983 4.4  0.9  -3.5 12,852  
  1984 4.5  0.4  -4.1 13,736  
  1985 4.9  -0.6  -5.6 15,722  

  1986 5.3  0.2  -5.0 15,374  

Portugal 1973 8.2  1.3  -6.9 10,156  
1974 7.4  1.5  -6.0 10,238  

1977 3.8  0.9  -2.9 10,086  
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▌ Table 1 ▌ (Continue) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

1990 4.3  2.1  -2.2 15,201  
1991 5.3  2.4  -2.9 15,628  
1992 5.3  2.7  -2.6 15,882  

2000 3.6  0.4  -3.2 19,606  
Puerto Rico 1969* 5.7  2.1  -3.6 10,094  

1970 5.9  2.1  -3.8 10,380  
1971 5.6  2.3  -3.3 10,887  
1972 5.5  1.5  -4.0 11,412  
1973 4.4  1.5  -2.9 11,282  
1988 4.6  2.3  -2.4 16,537  
1989 5.7  1.9  -3.8 17,396  
1990 4.9  2.4  -2.5 17,828  
1991 5.0  2.9  -2.1 18,171  
2000 4.1  -0.4  -4.5 25,286  

2002 3.9  -1.3  -5.3 25,531  
2003 4.0  -2.0  -6.0 26,246  

Saudi 
Arabia 

1977 
  

9.4  -8.8  -18.2 43,032  

  1978 5.5  -8.3  -13.8 37,541  

  1979 3.7  -9.7  -13.4 40,696  

Singapore 1974 9.8  5.8  -4.0 10,553  
1978 6.9  4.8  -2.1 11,429  

1979 6.5  3.7  -2.8 13,904  
1980 6.7  3.3  -3.5 15,393  

1981 5.8  3.7  -2.1 15,838  
1982 6.4  4.0  -2.4 16,537  
1983 6.7  4.0  -2.7 17,832  
1984 7.1  3.7  -3.3 18,843  
1993 6.3  4.1  -2.2 27,942  
1994 5.9  2.8  -3.2 29,288  
1995 6.1  2.2  -3.9 31,250  
1996 5.8  1.4  -4.4 32,875  

1997 5.7  1.8  -3.8 35,097  

Spain 1966 8.1  5.2  -2.9 10,074  
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▌ Table 1 ▌ (Continue) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

1969 5.9  3.9  -2.1 11,806  
1972 5.1  1.9  -3.2 13,500  
1973 5.2  1.1  -4.1 14,495  
1974 5.5  0.2  -5.3 15,241  
1975 4.7  0.4  -4.3 15,123  
1976 3.9  0.2  -3.6 15,463  

1977 3.5  0.3  -3.2 15,549  
1990 3.8  1.6  -2.1 19,112  

2001 3.5  1.2  -2.3 26,713  

Sweden 1964 3.9  1.7  -2.2 17,235  

1965 4.1  1.7  -2.4 17,729  

Taiwan 1992 7.5  4.8  -2.6 15,609  
1993 6.9  4.8  -2.1 16,512  

1994 6.4  3.4  -3.0 17,581  
1995 6.5  3.3  -3.2 18,542  
1996 5.9  3.1  -2.8 19,361  
1997 5.7  3.3  -2.4 20,330  

1998 5.6  3.3  -2.3 19,526  
1999 5.4  3.2  -2.2 20,562  

Trinidad 
&Tobago 

1976 4.8  1.5  -3.2 14,834  

  1977 4.6  -0.2  -4.8 15,300  
  1978 6.2  -3.3  -9.6 17,309  
  1979 5.1  -5.2  -10.4 17,436  
  1980 6.6  -7.5  -14.1 19,110  
  1981 5.0  -8.0  -13.0 18,617  
  1982 4.5  -8.3  -12.8 18,639  

United Arab 
Emirates 

1977 22.6  -4.9  -27.6 76,701  

  1978 20.8  -4.1  -24.9 65,394  
  1979 21.4  -8.1  -29.6 69,445  

  1980 16.1  -9.5  -25.5 74,229  
United 

Kingdom   
1988 4.4  1.3  -3.1 22,564  
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▌ Table 1 ▌ (Continue) 

Country 
Year Growth before 

slowdown 
(t-7 through t)

Growth after 
slowdown 

(t through t+7)

Difference 
in growth

Per capita 
GDP at t Penn World 

Table 6.3 
Penn World 
Table 7.1

Both

1989 4.3  1.4  -3.0 23,079  
2002 3.6  0.6  -2.9 31,713  

2003 3.6  0.7  -3.0 32,704  

United 
States   

1968 3.9  1.2  -2.7 20,334  

Uruguay 1996* 3.6  -2.0  -5.6 11,044  
1997* 4.3  -1.2  -5.5 11,559  

1998* 4.4  -1.2  -5.6 12,097  

Venezuela 1974 4.2  -1.8  -6.1 10,997  

    1976  3.5  -4.4  -7.9 11,210  

Note : The per capita GDP data are collected from Penn World Table 6.3 (old episodes) and 7.1 (new 
episodes). Both refers to the cases where the slowdown episodes are identified by both Penn World 
Table 6.3 and 7.1. We limit slowdowns to cases in which per capita GDPis greater than US$ 10,000 in 
2005 constant international PPP prices to rule outgrowth crises in not yet successfully developing 
economies.Slowdown years marked by * in old episodes indicate that they are excluded in new 
episodes because per capita GDP is not over US$10,000 is Penn World Table 7.1. Shaded countries 
are oil exporters. When we identify a stringof consecutive years as growth slowdowns, we employ a 
Chow test for structural breaks to select only one year that is most significant.The selected years by the 
Chow test are denoted in bold. 

Source : Authors’ calculation. 

 
Equation (1) requires that the seven-year average growth rate of per 

capita GDP is 3.5 percent or greater prior to the slowdown (earlier 
growth was fast). Equation (2) identifies a growth slowdown as a 
decline in the seven-year average growth rate of per capital GDP by at 
least by 2 percentage points (the slowdown is non-negligible). The third 
condition limits slowdowns to cases in which per capita GDP is greater 
than $10,000 in 2005 constant international PPP prices. In other words, 
we exclude very low income countries experiencing increasingly serious 
economic difficulties, our focus being on the so-called middle-income 
trap. 

Table 1 lists all the slowdowns identified by this approach. The first 
column shows the slowdown episodes selected only by our earlier paper 
(Eichengreen, Park and Shin 2012). The second column then presents 
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additionalslowdown episodes identified as a result of switching to Penn 
World Table 7.1. The slowdown episodes in the third column, finally, 
are those found in both data sets. 

In some cases, as before, our methodology identifies a string of 
consecutive years as growth slowdowns. For example, for Israel all 
years between 1970 and 1976 are identified as a slowdown. One way of 
dealing with this is to employ a Chow test for structural breaks to select 
one year out of the consecutive years identified (the year when the data 
point to the greatest likelihood of a structural break). For Israel, for 
example, we identify 1976 as the year of growth slowdown because the 
Chow test is most significant for that year. In Table 1, the years chosen 
by the Chow test are denoted in bold. 

With this break point in hand, we assign a value of 1 to the three 
years centered on the year of the growth slowdown, i.e. the dummy 
equals 1 for 1,  and 1 and zero otherwise.3  This is done to 
allow for the possibility of some imprecision in identifying slowdown 
years. The comparison group then consists of all countries that did not 
experience a growth slowdown in that same year. The sample for the 
regression includes all countries for which the relevant data are 
available including both slowdown countries and others that have never 
experienced a slowdown. We drop all data pertaining to years 2, … , 7 of the growth slowdown as a way of removing the transition 
period to which either a 0 or 1 cannot not be clearly assigned.4 

In addition to focusing on the dates identified above, we also report 
the results when we do not employ the Chow test and leave the 
consecutive years as they are, i.e. the dummy indicating a slowdown is 
set equal to one for the entire run of consecutive years. Finally, since 
oil-exporting countries exhibit volatile behavior and show growth 
slowdowns at per capita incomes differently than other countries, we 
also report the results when oil countries are removed. (In Table 1, oil 
exporters are shaded.) Throughout, we report cluster-robust standard 
errors that account for the panel structure of the data set. 

 

                                                      
3 Again, this directly follows Hausmann, Pritchett and Rodrik(2005). 
4 This is also the approach taken by Hausmann, Pritchett and Rodrik (2005). 
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3. Slowdowns 
 

A number of the slowdown cases in column 2 of Table 1 are new. 
Austria and Mexico were not included previously because their per 
capita incomes were less than $10,000 in 1960 and 1980, respectively, 
according to PWT6.3; their per capita incomes were just above that 
threshold according to the more recent release. Where the new tables 
indicate sharper downshifts in growth than their predecessors, our 
methodology picks out additional slowdowns at higher per capita 
incomes, in Sweden in the mid-1960s, Hong Kong in 1981-2, and Oman 
in the mid-1980s  

In other cases, the new version of the Penn World Tables has 
smoothed previously erratic growth rates so that what were identified as 
slowdowns no longer qualify. These cases include Argentina both in 
1970 and at the end of the 1990s, Chile in the mid-1990s, Israel in 1996, 
Lebanon in 1985, Libya in the late 1970s (according to the more recent 
release, that country’s slowdown instead occurred in the mid-1990s), 
Malaysia in the mid-1990s, Mauritius in 1992, Portugal in 2000, Spain 
in 1990, and Uruguay in the second half of the 1990s. 

Extending the data for three additional years through 2010 allows us 
to analyze a number of recent slowdowns that previously went 
undetected (due to our successive-seven-year-period criteria). These 
include Estonia in 2002-3, Greece in 2003, Hungary in 2003, Spain in 
2001 and the UK in 2002-3. That these are all European countries is 
revealing in light of recent events. 

In all but one case where the methodology picked out a string of 
successive slowdown years and these now remain the same, the Chow 
Test continues to identify the same unique break point as before. The 
one exception is South Korea. While our methodology identifies the 
same string of years from 1989 through 1997 when Korean growth was 
at least two percentage points slower in the second of two successive 
seven year periods, the Chow Test previously identified 1997 as the 
single most significant slowdown year; now, in contrast, it picks out 
1989. Other work (Eichengreen, Perkins and Shin 2012) has 
documented how the Korean economy slowed down in two stages, one 
at the end of the 1980s and one around the time of the financial crisis of  
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In contrast, the mode at $11,000 is new. In part, it reflects the new 
dating for Korea, with the country’s growth slowdown estimated to have 
occurred in 1989 (at a per capita income of $10,570) rather than in 1997 
(at a per capita income of $17,843), as noted above. In part it reflects the 
fact, also already noted, that Austria in 1960 and Mexico in 1980 were 
not considered previously because their per capita incomes were below 
the $10,000 cutoff according to PWT 6.3 but are now slightly above 
according to the subsequent revision. A number of other cases at what is 
now this second mode, Hungary in 1978-9 and Puerto Rico in 1969 for 
example, were picked up previously, as were two oil exporters, 
Venezuela in 1974 and Iran in 1977. The countries clustered at this 
second mode are, again, quite heterogeneous. 

While growth in some of the countries in our sample appears, 
according to these figures, to slow down at a unique point in time,quite 
a few experience multiple slowdowns. Examples of the latter include 
Austria (1960 and 1974), Hungary (1977 and 2003), Greece (the 1970s 
and 2003), Japan (the early 1970s and early 1990s), New Zealand (1960 
and 1965-6), Norway (1976 and 1997-8), Portugal (1973-4 and 1990-2), 
Puerto Rico (1970-2, 1988-91 and 2000-3), Singapore (post 1978 and 
post-1993), Spain (mid-1970s and 2001), and the UK (1988-9 and 2002-
3). This substantial list suggests that two-step slowdowns are not 
uncommon.  

 
 

4. Correlates 
 

Table 2 summarizes the behavior of the independent variables in the 
full sample and the slowdown cases. At the time of their growth 
slowdowns, “slowdown countries” have a higher than average GDP per 
capita. Their per capita incomes average two thirds those of the lead 
country (for most of the sample period the United States), compared to 
only one third for the control group of non-slowdown cases. They are 
growing faster than average, suggesting that growth slowdowns may 
have an element of mean reversion. 

In addition, while the country-year observations qualifying as 
slowdown cases are more open to trade than average, it does not appear  
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▌ Table 2.1 ▌  Summary Statistics, Full Sample 

Variable Observation Mean
Std. 
Dev. Min Max 

Per capita GDP 5,028  7,024 8,475 161 46,318  
Ratio 5,028  0.26 0.30 0.00 1.44  
Pre-slowdown growth  4,207  0.04 0.03 -0.28 0.23  
Old dependency 4,739  9.96 5.91 2.35 28.87  
Young dependency 4,739  66.2 23.6 21.0 112.4  
Consumption share of GDP 5,028  0.71 0.13 0.04 1.00  
Investment share of GDP 5,028  0.22 0.10 -0.11 0.80  
Government share of GDP 5,028  0.10 0.07 0.01 0.59  
Inflation 3,904  0.47 2.79 -0.04 47.54  
Inflation variability 3,497  0.58 4.62 0.00 82.01  
Exchange rate variability 4,207  39.0 244.9 0.0  4846.2  
Undervaluation of real exchange rate 4,680  0.00 0.51 -6.92 2.27  
total years of schooling  4,593  5.48 3.00 0.13 12.71  
years of schooling, secondary and higher 4,593  1.75 1.43 0.02 7.35  
political change 4,578  0.36 0.48 0  1  
Positive political change 4,578  0.26 0.44 0  1  
Negative political change 4,578  0.15 0.36 0  1  
Trade Openness 5,028  0.54 0.39 0.012 3.740  
Lower 10% growth of terms of trade from t to t-1 3,584  0.10 0.30 0  1  
World GDP growth  3,922  3.17 1.34 0.42 6.58  
High technology export ratio 1,254  10.77 12.94 0.00 83.64  
Dummy for crisis (t) 5,028  0.30 0.46 0  1  
Dummy for crisis (t-1) 5,028  0.30 0.46 0  1  
Dummy for crisis (t-2) 5,028  0.29 0.45 0  1  

Source : see text. 

 
▌ Table 2.2 ▌  Summary Statistics, Slowdown Countries 

Variable Observation Mean
Std. 
Dev. Min Max 

Per capita GDP 146 18,234 7,140 10,074 43,927  
Ratio 146 0.67 0.18 0.31 1.20  
Pre-slowdown growth  143 0.07 0.02 0.04 0.12  
Old dependency 129 15.60 5.31 6.41 25.74  
Young dependency 129 38.00 10.32 21.35 86.80  
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▌ Table 2.2 ▌ (Continue) 

Variable Observation Mean
Std. 
Dev. Min Max 

Consumption share of GDP 146 0.62 0.09 0.33 0.78  
Investment share of GDP 146 0.31 0.08 0.14 0.50  
Government share of GDP 146 0.08 0.04 0.02 0.25  
Inflation 126 0.06 0.04 0.01 0.21  
Inflation variability 123 0.03 0.03 0.00 0.14  
Exchange rate variability 143 5.90 16.49 0.00 76.99  
Undervaluation of real exchange rate 138 0.06 0.31 -0.45 1.02  
total years of schooling  135 8.17 1.90 3.86 11.50  
years of schooling, secondary and higher 135 2.91 1.19 0.71 5.53  
political change 127 0.24 0.43 0  1  
Positive political change 127 0.20 0.40 0  1  
Negative political change 127 0.04 0.20 0  1  
Trade Openness 146 0.75 0.71 0.09 3.23  
Lower 10% growth of terms of trade from t to t-1 121 0.04 0.20 0.00 1.00  
World GDP growth  127 3.25 1.60 0.42 6.58  
High technology export ratio 45 24.60 15.00 3.53 57.02  
Dummy for crisis (t) 146 0.42 0.50 0  1  
Dummy for crisis (t-1) 146 0.32 0.47 0  1  
Dummy for crisis (t-2) 146 0.27 0.45 0  1  

Source : see text. 

 
that they are subject to larger or more variable terms-of-trade shocks. 
Slowdown countries are less likely than average to experience political 
changes, both positive (from autocracy to democracy) and negative 
(from democracy to autocracy). Our slowdown cases seem to have 
moved further up the technological ladder into the production and 
export of high tech products compared to the control group of countries. 

Consistent with this, our slowdown cases have higher average levels 
of education, both overall and in terms of average years completed of 
secondary and tertiary schooling. In contrast, there is not much of a 
difference in the simple incidence of financial crises between slowdown 
cases and the control group, although the frequency of financial crises 
either in the first year of the slowdown or one of the two years 
preceding is slightly higher in slowdown cases. 
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5. Determinants 
 
Throughout, we report regression results both identifying strings of 

consecutive slowdown years and individual Chow-Test dates. We also 
report regressions including both the level of per capita GDP and its 
ratio relative to the United States (some people preferring the latter). 
While oil exporters are excluded in what follows, most of the results are, 
in fact, robust to their inclusion.5 

 
5.1. Baseline Results 

 
Table 3 replicates our earlier baseline regressions of the occurrence 

of a slowdown on per capita GDP and its square, expressed in levels and 
alternativelyasa ratio to U.S. GDP per capita on the pre-slowdown 
growth rate in percentage points and additional control. These are probit 
regressions, where in Table 3.1 all slowdown years identified by our 
criteria are coded as one, while in Table 3.2 we so code only the break 
point identified by the Chow Test. 

 
▌ Table 3 ▌  Determinants of Growth Slowdowns: Replication of Earlier Results 

Table 3.1  Consecutive Points 

 

Growth Slowdown 

[1] [2] [3] [4] [5] [6] [7] 

per capita GDP 
 

39.485** 64.958** 67.286** 71.185** 55.932** 52.107** 
[10.333] [16.169] [12.908] [14.055] [14.253] [14.456] 

per capita GDP² -2.016** -3.261** -3.335** -3.539** -2.755** -2.564** 
[0.542] [0.831] [0.667] [0.727] [0.745] [0.755] 

Pre-slowdown growth  78.846** 71.578** 73.313** 68.414** 69.454** 
[9.839] [9.987] [9.935] [6.813] [6.546] 

Ratio 12.291**
[2.591]

                                                      
5 The result that is most notably altered by their inclusion is the effect of political 

regime change, which becomes even more significantly positive.  This difference will 
appear even more plausible following the Arab Spring and associated economic 
difficulties (not included in our data). See the appendix for details. 
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Table 3.1 (Continue) 

 

Growth Slowdown 

[1] [2] [3] [4] [5] [6] [7] 

Ratio² 
 

-8.685**
[2.238]

Old dependency 0.166

[0.139]

Old dependency² -0.003

[0.004]

per capita GDP 39.485** 64.958** 67.286** 71.185** 55.932** 52.107** 

[10.333] [16.169] [12.908] [14.055] [14.253] [14.456] 

per capita GDP² -2.016** -3.261** -3.335** -3.539** -2.755** -2.564** 

[0.542] [0.831] [0.667] [0.727] [0.745] [0.755] 

Pre-slowdown growth  78.846** 71.578** 73.313** 68.414** 69.454** 

[9.839] [9.987] [9.935] [6.813] [6.546] 

Ratio 12.291**

[2.591]

Ratio² -8.685**

[2.238]

Old dependency 0.166

[0.139]

Old dependency² -0.003
[0.004]

Young dependency -0.08
[0.060]

Young dependency² 0.001
[0.000]

Trade openness in 
constant prices    

-1.023
  [0.553]

Trade openness in 
constant prices² 

0.364*

[0.157]

Consumption share of 
per capita GDP 

-44.530** -48.200**

[15.648] [16.774]

Consumption share of 
per capita GDP² 

40.634** 42.728**

[12.028] [13.143]
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Table 3.1 (Continue) 

Note : Column [3] is a replication of column [6] in Table 6.2. Columns [4] and [5] are replications of column [12] 
and [13] in Table 6.2. Columns [6] and [7] are replications of column [4] and [5] in Table 7.2. All the 
tables refer to the ones in Eichengreen et al. (2012). The sample excludes oil exporting countries. 
Numbers in parentheses are standard errors.*Statistically significant at the 5 percent level. **Statistically 
significant at the 1 percent level. 

Source : Authors’ calculation. 

 
Table 3.2  Chow Test Points 

   
Growth Slowdown 

[1] [2] [3] [4] [5] [6] [7] 

per capita GDP 
 

26.001** 25.893** 25.872** 26.288** 22.874** 21.100* 

[9.620] [9.000] [8.495] [8.826] [6.707] [8.736] 

per capita GDP² -1.313** -1.276** -1.275** -1.298** -1.121** -1.028* 

[0.508] [0.473] [0.446] [0.464] [0.353] [0.462] 

  

 

Growth Slowdown 

[1] [2] [3] [4] [5] [6] [7] 

Investment share of per 
capita GDP 

37.539** 39.345**

[14.452] [15.020]

Investment share of per 
capita GDP² 

-54.363* -58.811*

[23.865] [24.773]

Government share of 
per capita GDP 

-17.082 -14.58

[14.691] [15.147]

Government share of 
per capita GDP² 

57.75 49.201

[60.746] [62.734]

Inflation 1.573 

[1.669] 

Inflation variability -2.615 

[1.551] 

Exchange rate variability 0.004** 

[0.001] 

Undervaluation of real exchange rate 1.640* 1.513* 

[0.645] [0.681] 

Observations 4659 4659 3835 3876 3876 3842 2914 
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Table 3.2 (Continue) 

   
Growth Slowdown 

[1] [2] [3] [4] [5] [6] [7] 

Pre-slowdown growth 
 

24.371** 15.890** 15.832** 23.867** 28.133** 

[5.835] [5.975] [6.131] [3.883] [5.303] 

Ratio 
 

7.608**

[1.444]

Ratio² 
 

-4.593**

[1.279]

Old dependency 
 

0.127

[0.088]

Old dependency² 
 

-0.003

[0.003]

Young dependency 
0.06 

[0.041]

Young dependency² 
 

0 

[0.000]

Trade openness in 
constant prices 

-0.702

[0.416]

Trade openness in 
constant prices² 

0.198

[0.153]

Consumption share of 
per capita GDP 

-11.240* -11.486*

[4.916] [5.111]

Consumption share of 
per capita GDP² 

10.152* 10.015*

[4.586] [4.764]

Investment share of per 
capita GDP 

5.121 4.934

[7.404] [7.459]

Investment share of per 
capita GDP² 

-3.087 -2.192

[11.497] [11.721]

Government share of 
per capita GDP 

-7.886 -7.416

[5.735] [5.489]

Government share of 
per capita GDP² 

35.200* 34.302*

[15.826] [14.881]
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Table 3.2 (Continue) 

   
Growth Slowdown 

[1] [2] [3] [4] [5] [6] [7] 
Inflation       -0.394 

      [0.671] 

Inflation variability       0.268 
      [0.309] 

Exchange rate variability       0.002** 
      [0.000] 

Undervaluation of real exchange rate     0.632 0.457 
      [0.366] [0.432] 

Observations 3819 3819 3707 3745 3745 3713 2671 

Note : Column [1] is a replication of column [6] in Table 6.1. Columns [2] and [3] are replications of column [12] 
and [13] in Table 6.1. Columns [4] and [5] are replications of column [4] and [5] in Table 7.1. All the 
tables refer to the ones in Eichengreen et. al. (2012).The sample excludes oil exporting countries. 
Numbers in parentheses are standard errors.*Statistically significant at the 5 percent level. **Statistically 
significant at the 1 percent level. 

Source : Authors’ calculation. 

 
As before, both per capita GDP and its square enter with coefficients 

significantly different from zero at the 1 per cent level, the level 
positively, the square negatively. When we include only the level and 
square of per capita GDP (column 1), the likelihood of a slowdown 
peaks at $17,900 US dollars (year 2005), a higher level than in the raw 
data and higher than we found in our previous work. When we include 
other control variables, the peak is even higher, just over $20,000. 

In addition, the probability of a slowdown is significantly greater the 
higher pre-slowdown growth. Expressed in ratio form, the probability of 
a slowdown peaks when per capita GDP is roughly three-quarters that in 
the lead country (column 2). 

As before, we still find that a high investment ratio increases the 
likelihood of a slowdown over the relevant range. This relationship is 
even stronger when we include just the linear term in the investment 
ratio. In the raw data there is a tendency for the investment ratio to rise 
further from relatively high levels in the lead-up to slowdowns and to 
decline thereafter.6 
                                                      
6 These results are not reported but available upon request. 
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Similarly, we again find that slowdowns are more likely in countries 
with undervalued exchange rates, other things equal (here, as before, 
undervaluation is calculated by regressing the real exchange rate on per 
capita GDP to account for Balassa-Samuelson effects, and taking the 
residual). A high old-age dependency ratio similarly increases the 
likelihood of a slowdown, although this result is no long statistically 
significant at conventional confidence levels (it was only marginally 
significant in our earlier paper). Again as before, we find that 
slowdowns are less likely in more open economiesover the relevant 
range, where this effect now registers at a higher level of statistical 
significance than previously, especially when we code as one the entire 
sequence of consecutive slowdown years. That this last effect is not 
consistent across alternative coding schemes will lead us to revisit its 
significance below. 

 
5.2. Human Capital 

 
Next, we consider the association of slowdowns with years of 

schooling. We use data fromBarro and Lee (2011), who calculate 
average number of years of schooling for the population aged 15 and 
above.As shown in Table 4, years of schooling in total displays no 
evident association with slowdowns. But when we include both total 
years of schooling and years of schooling at the secondary level and 
higher as separate variables, the latter is strongly negative: the more 
university attendees and graduates, on average, the less the likelihood of 
a slowdown.  

That the number of graduates of secondary schools and universities 
exerts this negative effect is intuitive: more advanced education may be 
especially valuable for middle-income countries seeking to avoid a 
slowdown by moving into more the production of more technologically 
sophisticated goods and services. But why total years of schooling is 
positively (and in most cases significantly) associated with the 
probability of a slowdown after controlling separately for higher 
education is less intuitive. A conjecture would be that countries with 
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some educational attainment that falls short of secondary are better able 
to move into relatively low-value added industries and activities 
(assembly operations and the like), leading to an acceleration of growth, 
but then find it harder to move up market when challenged from below 
by other late-industrializing, low-labor cost countries. This renders them 
vulnerable to the so-called middle-income trap. 

 
▌ Table 4 ▌  The Impact of Human Capital Structure on Growth Slowdowns 

Table 4.1  Probitregressions Using Consecutive Points 

 
Growth Slowdown 

[1] [2] [3] [4] 

per capita GDP 
 

63.411** 62.769** 
[13.940] [13.943]  

per capita GDP² 
 

-3.165** -3.100** 
[0.723]  [0.717]  

Pre-slowdown growth  
 

62.008** 47.338** 69.881** 51.194** 
[6.843] [6.456] [7.786] [6.577] 

Ratio 
 

20.094** 20.899** 
 [3.958]  [3.572] 

Ratio² 
 

-13.077** -13.161** 
 [3.115]  [2.690] 

total years of schooling   
 

-0.09 0.049 0.16 0.292** 
[0.089] [0.086] [0.116] [0.102] 

years of schooling, 
secondary and higher 

-0.594** -0.551** 
  [0.171] [0.157] 

Observations 3565 3565 3565 3565 

Note : The sample excludes oil exporting countries. Numbers in parentheses are standard errors.*Statistically 
significant at the 5 percent level. **Statistically significant at the 1 percent level. 

Source : Authors’ calculation. 
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Table 4.2 Probitregressions Using Chow Test Points 

 

Growth Slowdown 

[1] [2] [3] [4] 

per capita GDP 
 

34.410** 34.237** 

[11.892]  [11.423] 

per capita GDP² 
 

-1.698** -1.669** 

[0.623]  [0.594] 

Pre-slowdown growth  
 

32.530** 30.113** 36.630** 33.587** 

[5.961] [5.419] [6.332] [5.734] 

Ratio 
 

9.972** 10.393** 

 [1.569]  [1.584] 

Ratio² 
 

-5.273** -5.141** 

[1.217]  [1.040] 

total years of schooling   
 

-0.024 0.007 0.240** 0.266** 

[0.067] [0.065] [0.091] [0.092] 

years of schooling, 
secondary and higher 

-0.554** -0.556** 
  [0.145] [0.144] 

Observations 2970 2970 2970 2970 

Note : The sample excludes oil exporting countries. If a string of consecutive years are identified as growth 
slowdowns, we employ a Chowtest for structural breaks to select only one for which the Chow test is 
most significant. Numbers in parentheses are standard errors.*Statistically significant at the 5 percent 
level. **Statistically significant at the 1 percent level. 

Source : Authors’ calculation. 

 
5.3. Political Regime Changes 
 
In Tables 5 and 6 we consider the effect of political regime changes. 

We distinguish countries with positive political changes (movements 
away from autocracy and toward democracy) and negative political 
changes (movements away from democracy and toward autocracy). Our 
data on political regimes are drawing from the Polity IV data set, which 
codes countries on a one-to-ten scale (full autocracy to full democracy).  
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In Table 5 we list slowdown cases where there was a political regime 
change in the preceding five years. We see a large predominance of 
positive regime change cases, reflecting the secular move in the 
direction of democratization in the final decades of the 20th century. 
Among our slowdown cases, only Bahrain, Greece and Israel go the 
other way.7 

Table 6 shows the associated regressions. Political change overall 
(both positive and negative) has no significant association with the 
probability of a slowdown. But when we distinguish positive and 
negative changes, positive changes significantly increase thelikelihood 
of a slowdown in one of our two specifications.  

 
▌ Table 5 ▌  Dating of Institutional Changes and Slowdowns 

country year 
per 

capita
GDP

pre 
growthrate
(t-7 to 0)

post 
growthrate
(0 to t+7)

Growth 
difference

positive 
regime 
change

negative 
regime 
change 

Bahrain 1977 30,133 4.7 -3 -7.7 1 1 

 1978 28,339 3.9 -6.2 -10.1 0 1 

Greece 1969 11,282 8.3 4.8 -3.5 0 1 

 1970 12,271 7.9 3.8 -4.1 0 1 

 1971 13,194 7.6 3.5 -4.1 0 1 

Israel 1970 12,275 5.5 2.3 -3.2 0 1 

 1971 13,115 5.7 1.9 -3.8 0 1 

Estonia 2002 12,526 7.1 3.9 -3.2 1 0 

 2003 13,591 7.4 3.2 -4.2 1 0 

France 1973 18,225 4.5 2.3 -2.2 1 0 

Gabon 1994 11,828 3.8 -1.7 -5.5 1 0 

Greece 1974 14,304 6 2.1 -3.9 1 0 

 1975 14,988 5.6 1.2 -4.4 1 0 

 1976 15,819 4.8 0.1 -4.7 1 0 

  

                                                      
7 We are not sure why Polity down-codes Israel from 10 (the highest level of democracy) 

to 9 in 1967.  This period saw the prime minister strengthen his authority over the 
entire range of cabinet activity (Asher, Nachmias and Amir 2002, pp.52, 55-6), which 
Polity may interpret as a modest decline in checks on the executive. 
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▌ Table 5 ▌ (Continue) 

country year 
per 

capita
GDP

pre 
growthrate
(t-7 to 0)

post 
growthrate
(0 to t+7)

Growth 
difference

positive 
regime 
change

negative 
regime 
change 

 1977 15,955 3.8 0.2 -3.6 1 0 

 1978 16,910 3.5 -0.3 -3.8 1 0 

Korea, 
Republic of 

1989 10,570 8.8 6.7 -2.1 1 0 

 1990 11,643 8.8 5.7 -3.1 1 0 

 1991 12,714 9 2.8 -6.2 1 0 

 1992 13,077 8.5 4 -4.5 1 0 

Kuwait 1993 45,376 6.4 -2.8 -9.2 1 0 

 1994 43,825 6.1 -2.5 -8.6 1 0 

 1995 43,893 6.3 -2.8 -9.1 1 0 

 1996 43,346 3.9 -0.3 -4.2 1 0 

Mexico 1980 10,208 4.1 -2 -6.1 1 0 

  1981 10,882 4.4 -2.9 -7.3 1 0 

Portugal 1974 10,238 7.4 1.5 -5.9 1 0 

 1977 10,086 3.8 0.9 -2.9 1 0 

Spain 1975 15,123 4.7 0.4 -4.3 1 0 

 1976 15,463 3.9 0.2 -3.7 1 0 

 1977 15,549 3.5 0.3 -3.2 1 0 

Taiwan 1992 15,609 7.5 4.8 -2.7 1 0 

 1993 16,512 6.9 4.8 -2.1 1 0 

 1994 17,581 6.4 3.4 -3 1 0 

 1995 18,542 6.5 3.3 -3.2 1 0 

 1996 19,361 5.9 3.1 -2.8 1 0 

  1997 20,330 5.7 3.3 -2.4 1 0 

Note : Bahrain, Gabon, and Kuwait (shaded) are classified as oil exporting countries. The slowdown points 
identified by Chow testpointsare denoted in bold.Positive regime change” takes a value of 1 if a regime 
change increases the polity score (meaning more democracy) during the past 5 year period when a 
slowdown occurs. “Negative regime change” is defined analogously for a decrease in the polity score 
during the same time period.  

Source : Authors’ calculation based on Penn World Table 7.1 and Polity IV. 
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▌ Table 6 ▌  The Impact of Political Changes on Growth Slowdowns 

Table 6.1  Probitregressions Using Consecutive Points 

 
 

Growth Slowdown 
[1] [2] [3] [4] 

per capita GDP 
 

60.405** 59.503** 
[13.946]  [13.512] 

per capita GDP² 
 

-3.023** -2.976** 
[0.724]  [0.702] 

Pre-slowdown growth  
 

60.802** 44.898** 62.266** 45.903** 
[6.901] [5.952] [6.878] [6.061] 

Ratio 
 

19.838** 19.989** 
[3.718]  [3.806] 

Ratio² 
 

-12.629** -12.719** 
[2.957]  [3.010] 

political change 
 

0.061 0.523 
[0.263] [0.280] 

Positive political change 
 

0.196 0.698* 
[0.283] [0.311] 

Negative political change 
 

-0.643 -0.368 
[0.492] [0.376] 

Observations 3677 3677 3677 3677 

Note : The sample excludes oil exporting countries. Numbers in parentheses are standard errors. *Statistically 
significant at the 5 percentlevel. **Statistically significant at the 1 percent level. 

Source : Authors’ calculations. 
 

Table 6.2  Probitregressions Using Chow Test Points 

 
 

Growth Slowdown 
[1] [2] [3] [4] 

per capita GDP 
 

40.603** 39.390** 
[13.282]  [12.573] 

per capita GDP² 
 

-2.005** -1.942** 
[0.693]  [0.658] 

Pre-slowdown growth  
 

37.337** 33.033** 38.118** 33.977** 
[6.525] [5.829] [6.541] [5.977] 
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Table 6.2 (Continue) 

 
 

Growth Slowdown 

[1] [2] [3] [4] 

Ratio 
 

11.554** 11.719** 
[1.924]  [1.976] 

Ratio² 
 

-6.089** -6.184** 
[1.365]  [1.392] 

political change 0.388 0.484 
[0.281] [0.272] 

Positive political change 0.580 0.704* 
[0.300] [0.292] 

Negative political change -0.505 -0.503 
[0.455] [0.402] 

Observations 2848 2848 2848 2848 

Note : The sample excludes oil exporting countries. If a string of consecutive years are identified as growth 
slowdowns, we employ a Chowtest for structural breaks to select only one for which the Chow test is 
most significant.Numbers in parentheses are standard errors. *Statistically significant at the 5 
percentlevel. **Statistically significant at the 1 percent level. 

Source : Authors’ calculations. 

 
Movements in the direction of democracy are sometimes associated 

increases in labor action and production costs – in Korea following 
democratization in 1987 and around the time of the country’s 1989 
slowdown, for example. Park (2007) showsin the Korean case that 
nominal wage rates, having tracked nominal labor productivity closely 
before 1987, diverged sharply in that country in the aftermath of 
democratization. Sharp increases in labor costs as previously successful 
efforts by authoritarian governments to suppress labor demands come to 
an end with the transition to political democratization, as in Korea, may 
more generally explain the association between positive political change 
and the increased likelihood of a slowdown. As explained in section 2, 
for Korea our methodology identifies a growth slowdown in 1989. 
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▌ Table 7 ▌  The Impact of External Shocks on Growth Slowdowns 

Table 7.1  Probit Regressions Using Consecutive Points 

 
 

Growth Slowdown 

[1] [2] [3] [4] 

per capita GDP 61.393** 60.946**

[16.799]  [17.620]

per capita GDP² -3.076** -3.045**

[0.874]  [0.915] 

Pre-slowdown growth  68.133** 58.029** 71.487** 61.564** 

[8.269] [8.341] [9.429] [9.649] 

Ratio 18.388** 20.283** 

 [3.502]  [4.563] 

Ratio² -11.366** -13.011** 

 [2.761]  [3.763] 

Trade openness  -1.414* -0.970* -1.127 -0.653 

[0.581] [0.493] [0.653] [0.570] 

Trade openness² 0.509** 0.363* 0.416* 0.254 

[0.188] [0.157] [0.204] [0.177] 

Lower 10% growth of terms of trade from t to t-1 0.006 -0.234 0.169 -0.156 

[0.429] [0.363] [0.446] [0.363] 

World GDP growth  -0.107 -0.159 

[0.146] [0.121] 

Observations 3083 3083 2726 2726 

Note : The sample excludes oil exporting countries. “Terms of trade shock” is a dummy variable that takes a 
value of 1 if the growth rate of terms of trade from t-1 to t is in the lower 10%. Numbers in parentheses 
are standard errors. *Statistically significant at the 5 percentlevel. **Statistically significant at the 1 
percent level. 

Source : Authors’ calculations. 
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Table 7.2  Probitregressions Using Chow Test Points 

 
Growth Slowdown 

[1] [2] [3] [4] 

per capita GDP 31.081* 27.964*
[13.431]  [12.850]

per capita GDP² -1.527* -1.374* 
[0.710]  [0.683] 

Pre-slowdown growth  36.121** 34.553** 38.622** 36.679** 
[7.785] [7.467] [8.291] [7.884] 

Ratio 9.061** 10.016** 
[1.546] [2.127] 

Ratio² -4.460** -5.497** 
[1.124] [1.937] 

Trade openness  -1.338* -1.132* -1.326 -1.135 
[0.583] [0.541] [0.677] [0.619] 

Trade openness² 0.469 0.405 0.452 0.386 
[0.245] [0.229] [0.268] [0.245] 

Lower 10% growth of terms of trade from t to t-1 0.446 0.26 0.418 0.216 
[0.390] [0.308] [0.389] [0.313] 

World GDP growth  -0.224 -0.24 
[0.129] [0.128] 

Observations 2458 2458 2102 2102 

Note : The sample excludes oil exporting countries. If a string of consecutive years are identified as growth 
slowdowns, we employ a Chowtest for structural breaks to select only one for which the Chow test is 
most significant. “Terms of trade shock” is a dummy variable that takes a value of 1 if the growth rate of 
terms of trade from t-1 to t is in the lower 10%. Numbers in parentheses are standard errors. 
*Statistically significant at the 5 percentlevel. **Statistically significant at the 1 percent level. 

Source : Authors’ calculations. 
 
 

5.4. External Factors 
 
Table 7 looks more broadly at the role of external factors in precipitating 

growth slowdowns, distinguishing trade openness from terms-of-trade 
shocks and global GDP growth. We enter both variables in levels and 
interacted with trade openness on the grounds that external shocks might 
have a more powerful impact on the probability of a slowdown in more 
open economies. 
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As noted above, the effect of trade openness is not consistent across 
specifications. For what they are worth, the specifications yielding the 
most precisely estimated coefficients suggest that the likelihood of a 
slowdown is minimized at a trade (export plus import)-to-GDP ratio of 
approximately 1.3.   

We define the terms of trade shock as a dummy variable that takes 
on a value of one if the growth rate of the terms of trade from t-1 to t is 
in the lowest 10 per cent of the sample distribution. The coefficient on 
this variable varies in sign and is generally insignificant. The coefficient 
on global GDP growth also differs insignificantly from zero in most 
specifications, but where it is significant it is always negative, consistent 
with intuition. Note also that when we control for terms of trade and 
global growth shocks the impact of openness is now spottier than 
before. But if levels of statistical significance on this variable differ by 
column, we continue to find that the likelihood of a slowdown is minimized 
at a trade (import-plus-export) to GDP ratio of approximately 1.3. 

This more careful look at external factors thus confirms that these 
matter for growth slowdowns in the expected way, although precise 
effects are sensitive to sample and specification.  

 
5.5. Technology Content of Exports 
 
An important challenge for middle-income countries seeking to 

maintain their customary high growth rates is to move up the 
technological ladder into the production of more technologically 
sophisticated goods, in part in order to get out of the way of lower-cost 
developing countries beginning to penetrate global markets for low-tech 
products (assembly operations and the like).  

In Tables 8.1 and 8.2 we therefore report regressions that include the 
share ofhigh tech exports as a share of total manufactured exports. In 
Table 8.2, where we use the Chow-Test approach to identify unique 
slowdown years, the results suggest that middle-income countries with a 
relatively large share of high-tech exports are less susceptible to 
slowdowns. The results in Table 8.1, where we code as slowdowns the 
entire sequence of slowdown years, are less supportive of the 
hypothesis. But even there the interaction of the share of high-tech  
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exports with global growth is negative, suggesting that middle income 
countries that have moved out of assembly operations are less 
vulnerable to global demand shocks.  

 
5.6. Financial Instability 
 
Tables 9 and 10 consider the association of crises with slowdown 

risk. We create a dummy variable that equals one for all years in which 
Reinhart and Rogoff (2010) identify a banking crisis, a currency crisis, a 
domestic default, an external default, an inflationary crisis, a stock 
market crash, or several of the above.  

 
▌ Table 9 ▌  Crises and Slowdowns 

 

Consecutive Slowdown Points Chow Test Slowdown Points 

t-2 t-1 t t+1 t+2
Not during

t-2~t+2 
t-2 t-1 t t+1 t+2

Not during 
t-2~t+2 

Currency Crisis 7 3 5 9 12 76 2 1 1 2 4 19 
Banking Crisis 4 4 8 12 15 83 1 1 2 1 4 21 
Stock Crisis 33 41 57 58 46 19 4 8 14 15 12 5 
Inflation Crisis 1 2 5 6 5 93 0 1 3 1 2 23 
Domestic debt Crisis 0 0 0 1 1 105 0 0 0 1 0 26 
External debt Crisis 0 0 0 1 2 105 0 0 0 1 1 26 
Any of the sixcrises 40 47 62 67 59 15 6 10 15 16 16 3 

Note : The six crises are those identified by Reinhart and Rogoff (2010). “t” refers to the slowdown years. If we 
exclude oil exporting countries, total of 146 and 32 slowdown episodes are identified in consecutive and 
Chow-test points respectively. If we exclude the episodes with missing data for crises, total of 115 and 
27 episodes remained for consecutive and Chow-test points respectively. The last column in each 
panel counts slowdown episodes that did not experience the crisis denoted in the first column.  

Source : Authors’ calculations. 

 
Table 9 shows the distribution of crises around our Chow Test 

slowdown dates. Most types of crises – currency crises, banking crises, 
debt crises, inflation crises – accompany only a relatively small minority 
of our slowdown cases. Stock market crises or crashes are clearly 
different; there is a relatively high incidence of these both before and 
after our slowdown episodes. It makes sense that stock markets should 
react negatively to slowdowns and that, to the extent that they look  
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forward, they should react negatively in advance of slowdowns. 
Whether this negative association deserves a causal interpretation is an 
open question. 

Table 10 reports the associated regression results. The crisis dummy 
lagged one year is positive and consistently significant at a relatively 
high level of confidence when we consider the entire sequence of 
slowdown years. The other results reported previously remain intact. In 
Table 11 we exclude stock market crises-cum-crises. The significant 
positive association of crises lagged one year with slowdowns remains 
in Table 11.1.8 

To shed some light on the channels through which crises may lead to 
slowdowns, we added the investment ratio both before and after the year 
of the observation to this specification. Specifically, we added two 
variables, one the average investment-to-GDP ratio over the preceding 
seven years, the other the average investment-to-GDP ratio over the 
subsequent seven years. In this augmented specification, the investment 
ratio tends to enter positively before the slowdown (as before) but 
negatively thereafter; both measures are generally statistically 
significant at the ten per cent confidence level or better.9  Importantly, 
the crisis variable no longer differs from zero at conventional 
confidence levels. This suggests that crises may lead to slowdowns by 
depressing investment for an extended period. This pattern is well 
known from, inter alia, the Asian crisis. These results suggest that the 
mechanism may be more general. 

 
 
6. Conclusion and Additional Thoughts 
 
Rapid growth in emerging markets is perhaps the single most 

important economicdevelopment affecting the world’s population in the 
last quarter century. An important question is therefore “How long will 
it last?” Interest in this question has intensified with the deterioration in 
                                                      
8  In the final column, however, there is also a peculiar negative and significant 

coefficient on crises lagged two years, which renders us cautious about pushing this 
finding too far. 

9 Results available from the authors on request. 
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the global outlook following the onset of the global financial crisis. 
Even China, the largest and most dynamic emerging market, has seen 
slower economic growth since the crisis, although opinion is divided 
over what this implies for the future.  

Much of the literature on this topic flies under the heading of “the 
middle income trap.” A number of emerging markets have grown 
rapidly at low income levels but wereultimately unableto move beyond 
middle income status. The troubled global outlook now poses a risk that 
even dynamic middle income economieslikeChina that are unable to 
adapt may similarly find themselves trapped, as it were.10 

In this paper we have again considered what history has to say about 
this question, revisiting the incidence and correlates of growth 
slowdowns. We continue to find considerable dispersion in the per 
capita incomes at which slowdowns occur. But, in contrast to our earlier 
results, which pointed to the existence of a single mode around $15,000-
$16,000 purchasing power parity 2005 dollars at which slowdowns 
typically occur, our new analysispoints to the existence of two modes, 
one in the $10,000-$11,000 range and another around $15,000-
$16,0000. A substantial number of countries in our sample appear to 
experience two slowdowns, consistent with the existence of these 
multiple modes. This is suggestive of the idea that growth in middle-
income countries slows in several steps.It implies that a larger group of 
middle-income countries may be at risk of slowdownsthan suggested by 
our earlier estimates and that middle-income countries may find their 
growth slowing at lower levels of income.  

The new analysis again confirms that slowdowns are more likely in 
economies with high old age dependency ratios, high investment rates 
that may translate into low future returns on capital, and undervalued 
real exchange ratesthat provide a disincentive to move up the 
technology ladder. These patterns willpresumably remind readers of 
current conditions and recent policies in China, the case motivating 
much of the slowdown literature. 

 

                                                      
10 See, for example, ADB (2012a). 
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In addition, we find that slowdowns are less likely in countries with 
high levels oftertiary education and where high-tech products account 
for a large share of exports, consistent with our earlier emphasis of the 
importance of moving up the technology ladder in order to avoid the 
middle income trap. 

What do these new results imply for China? China has slightly 
higheraverage years of schooling at the secondary level than the median 
for our slowdown cases (3.17 years in China versus 2.72 years in our 
slowdown cases). It has a higher share of high-tech goods in exports 
(27.5 per cent in China versus 24.1 in our slowdown cases). In this sense 
China appears to be doing slightly better than average in moving up the 
technology ladder so as to avoid the middle-income trap. 

Our finding that high quality human capital reduces the probability 
of a slowdown seems intuitive. Skilled workers are needed to move up 
the value chain from low value-added industries and activities. High 
quality human capital is especially important for modern high value-
added activities like business services. ADB (2012b) finds that the 
underdevelopment of the service sector in China and other Asian 
emerging markets is attributable partly to the dominance of traditional 
low value-added services. It identifies shortages of appropriate human 
capital as an important explanation for the weakness of modern high 
value-added services. 

Even emerging markets thathave achieved rapid improvement in 
overall education attainment can suffer from shortages of specific kinds 
of skilled workers. ADB (2008) warns that such shortages aresufficiently 
prevalent to pose a risk to growth in China and other parts of emerging 
Asia. Surveys of employers in China and emerging Asia regularly 
identify shortages of qualified staff as a top business concern. For 
example, lack of high quality human capital helps to explain why 
Malaysia and Thailand have become synonymous with the middle 
income trap.In contrast, the rapid expansion of tertiary education helps 
to explain Korea’s successful transition from middle to high income 
status. Whether China can avoid the middle income trap will presumably 
depend, in part, on whether it develops a university education system 
that successfully produces graduates with skills that employers require. 
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That a large share of high-tech exports reduces the likelihood of a 
slowdownpoints to the same conclusion. Intuitively, the inherited stock 
of human capital shapes a country’s ability to move up the technology 
ladder and its capacity export products embodying advanced 
technology. As they reach middle income status, emerging markets 
typically import advanced technology from more advanced countries. 
Taking the next step, which involves adapting imported technology to 
local conditionsand embodying it in exports with high local content, 
requires a pool of highly skilled workers. 

Other variables, from political regime changes and financial 
instability to trade openness, terms-of-trade shocks and global growth, 
also show some association with growth slowdowns. But compared to 
educational attainment and the structure of exports, they areless robustly 
related. The insignificance of global growth offers some hope that China 
and other emerging markets can continue to grow at healthy rates 
despite an unfavorable global environment. Finally, the apparent 
correlation between political regime change and growth slowdowns may 
in fact reflect the influence of common underlying drivers of both 
political change and economic slowdown. Social factors like those 
responsible for the Arab Spring may bring about both economic and 
political changes, in other words.  

At some point, high growth in low- and middle-income countries 
will come to an end. The low hanging fruit will have been picked, and 
high-return investments will have been completed. Underemployed 
labor will have been transferred from rural to urban sectors, while the 
demographic dividend will become a demographic drag. But this does 
not mean that a slowdown at a specific income level is inevitable. Not 
all countries are equally susceptible. Countries accumulating high 
quality human capital and moving into the production of higher tech 
exports stand a better chance of avoiding the middle income trap.  
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▌ Appendix ▌  

A. Growth Slowdowns 
 
Per capita GDP: PPP Converted GDP Per Capita (Chain Series), at 

2005 constant prices Source: Penn World Tables 7.1 
 
B. Probit Regressions 
 
B.1. Demography 
Age Dependency Ratio, Young: Percentage ratio of younger 

dependents (younger than 15) to the working-age population (15-64 
years old).   

Source: World Development Indicators 2010 
Age Dependency Ratio, Old: Percentage ratio of older dependents 

(older than 64) to the working-age population.  
Source: World Development Indicators 2010  
 
B.2. Expenditure shares 
Consumption share of GDP: Consumption Share of PPP Converted 

GDP Per Capita at 2005 constant prices. 
Source: Penn World Tables 7.1 
Investment share of GDP: Investment Share of PPP Converted GDP 

Per Capita at 2005 constant prices. 
Source: Penn World Tables 7.1 
Government consumption share of GDP: Government Consumption 

Share of PPP Converted GDP Per Capita at 2005 constant prices. 
Source: Penn World Tables 7.1 
 
B.3. Human Capital 
Educational Attainment for Population aged 15 and over. 
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Source: Barro and Lee (2010) Educational Attainment Dataset 
 
B.4. External sector 
Terms of Trade: Net barter terms of trade index calculated as the 

percentage ratio of the export unit value index to the import unit value 
index, measured relative to the base year 2000  

Source: World Development Indicators 2010.The data before 1980 
were obtained from Hiro Ito.  

Trade openness in 2005 constant prices: The total trade (exports and 
imports) as a percentage of GDP. 

Source: Penn World Tables 7.1 
World GDP Growth: Annual percentage growth rate of GDPbased 

on constant 2000 U.S. dollars. 
Source: World Development Indicators 2012 
High technology export ratio: Percentage ratio ofHigh-technology 

exports to manufactured exports. 
Source: World Development Indicators 2012. 
 
B.5. Political regimes 
Polity Index: Polity score captures the regime authority spectrum on 

a scale ranging from -10 (hereditary monarchy) to 10 (consolidated 
democracy).  

Source: Center for Systemic Peace 
 
B.6. Policy Variables 
Inflation: CPI change over corresponding period of previous year  
Source: IFS line 64XZF 
Exchange Rate: US=1  
Source: Penn World Tables 7.1 
 
B.7. Date of Crises 
Dummy for crises: Dummy for crisis takes a value of 1if any of six 

crises occurs. Six crises refer to inflation, currency, stock, domestic debt, 
external debt, and banking crises.  

Source: Reinhart and Rogoff (2010) 
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▌ Appendix Table1 ▌  The Impact of Institutional Changes on Growth  
Slowdowns(Including Oil-exporting Countries) 

Appendix Table 1A.  Probitregressions Using Consecutive Points 

 
Growth Slowdown 

[1] [2] [3] [4] 
per capita GDP 43.754** 43.251** 

[8.813] [8.568] 

per capita GDP² -2.173** -2.147** 

[0.459] [0.446] 

Pre-slowdown growth  48.552** 37.706** 49.716** 38.590** 

[5.073] [4.793] [5.072] [4.904] 

Ratio 14.399** 14.440** 

[2.446] [2.471] 

Ratio² -8.421** -8.441** 
[1.914] [1.899] 

political change 0.255 0.580* 
[0.271] [0.251] 

Positive political change 0.364 0.730** 
[0.292] [0.278] 

Negative political change -0.375 -0.227 
[0.391] [0.285] 

Observations 4013 4013 4013 4013 

Note : The sample includes oil exporting countries. Numbers in parentheses are standard errors. *Statistically 
significant at the 5 percentlevel. **Statistically significant at the 1 percent level. 

Source : Authors’ calculations. 
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Appendix Table 2A.  Probitregressions Using Chow Test Points 

 

 

Growth Slowdown 

[1] [2] [3] [4] 

per capita GDP 26.445** 25.768** 
[7.124] [6.939] 

per capita GDP² -1.306** -1.271** 
[0.372] [0.362] 

Pre-slowdown growth  23.564** 22.449** 24.124** 23.113** 
[3.906] [3.337] [4.060] [3.491] 

Ratio 7.943** 7.885** 
[1.194] [1.204] 

Ratio² -4.038** -3.976** 
[0.871] [0.853] 

political change 0.452* 0.492* 
[0.214] [0.198] 

Positive political change 0.572* 0.653** 
[0.236] [0.222] 

Negative political change -0.122 -0.279 
[0.319] [0.280] 

Observations 3442 3442 3442 3442 

Note : The sample includes oil exporting countries. If a string of consecutive years are identified as growth 
slowdowns, we employ a Chowtest for structural breaks to select only one for which the Chow test is 
most significant.  .Numbers in parentheses are standard errors. *Statistically significant at the 5 
percentlevel. **Statistically significant at the 1 percent level. 

Source : Authors’ calculations. 
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Abstract 
 
Rapid population aging is a great concern to many governments, 

because it threatens the fiscal sustainability of a welfare system such as 
pensions and medical care and implies an increased dependency burden 
on the working age population. With regard to public pension systems, 
many governments have considered policies to reduce the economic 
impact of future population aging. For example, the increase in normal 
retirement age or a decrease in pension benefits might improve the fiscal 
sustainability of a country. In addition, workers might accumulate 
wealth in anticipation of future needs to support consumption for longer 
periods of retirement without pension benefits. They may do this 
through personal saving, employment-based funded pension systems, or 
publicly funded retirement programs. This response initially leads to 
higher savings and lower consumption, but the additional capital is 
growth enhancing, and eventually income per worker rises. Moreover, 
the incentive structure created by public pension programs can have an 
additional effect on individual behavior in such a way that individuals 

                                                      
* An earlier version of the paper was presented at the annual meeting of the Population 

Association of America, the international conference on Ageing, Health and 
Productivity, the International Conference on Generational Economy, the University of 
Hawaii at Manoa, and the technical policy workshop on Economics of Aging at the 
UNFPA, New York. The author appreciates comments from seminar participants. 
Special thanks go to Andrew Mason, Naohiro Ogawa, Ryan Edwards, and Lukas 
Inderbitzin for their comments. Diana Stojanovic provided excellent assistance with 
computations. 
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delay their retirement. This possibility is supported by previous studies 
on the link between pay-as-you-go retirement pension benefits and 
earlier retirement practices. If workers delay their retirement 
substantially in response to the policy change, then the aforementioned 
effect on savings may be muted, since the future need to support 
consumption for retirement decreases.  

The goal of this paper is two folds. First, the paper shows the impact 
of an increase in the normal retirement age on fiscal sustainability and 
labor income using the National Transfer Accounts data set. The results 
show that a decrease public pension benefit of older people improves 
government budget, but its impact on labor income is usually small 
which is not enough to support the consumption of the older people.  
Second, the paper examines the effect of the policy on savings and 
economic growth. The simulation results generally show that delayed 
retirement reduces lifecycle pension wealth for the study countries, but 
it is less likely to reduce savings. However, the direction and magnitudes of 
the reform vary substantially across countries, which provide several 
policy implications. First, countries differ greatly in terms of the 
consumption, labor force participation, and productivity of the elderly.  
Second, population age structures differ across countries. Third, 
countries vary greatly in the systems they employ to fund the consumption 
needs of their retirees: i.e., the reallocation system. Retirees in some 
countries heavily rely on publicly provided pensions and healthcare 
systems, while some countries rely more on savings and asset-based 
reallocations.  Countries may need to consider these factors when they 
plan a future welfare reform.  

 
 
1. Introduction 
 
Rapid population aging is a great concern to many governments, 

because it threatens the fiscal sustainability of social welfare system 
such as pensions and medical care and implies an increased dependency 
burden on the working age population. With regard to public pension 
systems, many governments have considered policies to reduce the 
economic impact of future population aging. One of the pension reforms 
has been to increase the pension eligibility age. For example, the normal 
retirement age (full pensionable age) at which full benefits are payable 
remained at 65 in the U.S. for many years. However, according to the 
Social Security Amendments of 1983, beginning with people born in 
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1938 or later, that age has been gradually increased so that it reaches 67 
for people born after 1959.  

The increase in normal retirement age or a decrease in pension 
benefits unambiguously improves the fiscal sustainability of a country. 
However, the overall impact on economy relies on many factors which 
also depend on individual behavior. Individuals may respond to such a 
policy in several different ways. In a simple lifecycle model, workers 
might accumulate wealth in anticipation of future needs to support 
consumption for longer periods of retirement without pension benefits. 
They may do this through personal saving, employment-based funded 
pension systems, or publicly funded retirement programs. This response 
initially leads to higher savings and lower consumption, but the 
additional capital is growth enhancing, and eventually income per 
worker rises. Moreover, the incentive structure created by public 
pension programs can have an additional effect on individual behavior 
in such a way that individuals delay their retirement. This possibility is 
supported by previous studies on the link between pay-as-you-go 
retirement pension benefits and earlier retirement practices (e.g., Gruber 
and Wise 1999). If workers delay their retirement substantially in 
response to the policy change, then the aforementioned effect on savings 
may be muted, since the future need to support consumption for 
retirement decreases. 

However, the effect of this policy on saving might vary substantially 
across countries. First, countries vary greatly in the systems they employ 
to fund the consumption needs of their retirees: i.e., the reallocation 
system. Retirees in some countries heavily rely on social welfare 
system, while some countries rely more on savings and asset-based 
reallocations. Second, countries differ greatly in terms of their social 
welfare system, level of consumption, and labor force participation. 
Third, population age structures differ across countries.  

The purpose of the paper is two folds. First, the paper shows the 
impact of an increase in the normal retirement age on fiscal 
sustainability and labor income. In the second part of the paper, it 
simulates the effect of the increase in the normal retirement age on 
savings for seven countries, built upon the simulation model by Mason 
and Lee (2007). The simulation model focuses on the important aspect 
of the policy change: an increase in the normal retirement age and a 
delay in retirement on lifecycle saving.  

The analysis requires comprehensive age profiles of productivity, 
labor force participation, consumption, public pension transfers, and the 
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asset and the other measures of public and private transfers to estimate 
the parameters. All the measures are obtained from the National 
Transfer Accounts (NTA). The purpose of the NTA is to measure the 
reallocations of economic resources across age that respond to the 
economic lifecycle. With its age component, the NTA enables us to 
measure the intergenerational reallocation of economic resources in 
comprehensive detail, such as intergenerational transfers and assets, 
both public and familial. The estimates, when aggregated, are 
consistent with the National Income and Product Accounts (NIPA). 
More detailed information on methodology is available from Lee, Lee, 
and Mason (2008), Mason, Lee et al. (2009), or on the project website: 
http://www.ntaccounts.org. 

The paper is organized as follows. The model is described in the next 
section, followed by a discussion of the fiscal and labor income 
analysis. Next, the simulation results for seven countries are discussed, 
along with the differences between results across countries. The final 
section concludes. 

 
 

2. The Model 
 

The effect of demographic change on savings and growth has been 
explored in a number of previous studies (Kelly and Schmidt 1995; 
Higgins and Williamson 1997; Lee, Mason, and Miller 2000; Bloom 
and Canning 2001; Bloom, Canning, and Graham 2003; Kinugasa and 
Mason 2007; Mason and Lee 2007, Bloom, Canning et al. 2007). Not 
until recently, however, did researchers demonstrate that the effect of 
demographic change on savings varies a lot across countries due to 
different old-age support systems. For example, Bloom, Canning et al. 
(2007) suggest that the response to a longer life span is not same across 
countries, varying by social security arrangements of countries. 
Likewise, Zhang and Zhang (2004) demonstrate that social security 
arrangements of countries affect savings and growth.  

Mason and Lee (2007) show that population aging can lead to an 
increase in the demand for wealth if workers accumulate capital during 
their working years in anticipation of aging. Based on this, Mason, Lee, 
and Lee (2010a) simulate that Asian countries could vary greatly in the 
effect of demographic change on savings, due to different old-age 
support systems. Their papers take a somewhat different approach to 
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modeling the consumption behavior, compared with the conventional 
lifecycle saving model. In their model, consumption and age profiles are 
governed by tastes and perceptions about needs, constrained by general 
standards of living, and social and familial preferences about the 
consumption of the elderly compared with the consumption of prime-
age adults and children. In their approach, individuals save to raise the 
future consumption of all those to whom they are altruistically linked. 
The key idea is that variation in consumption across generations at any 
point in time is a product of preferences or altruism that expresses itself 
through the host of transfer programs – both public and private – that 
permeate all modern societies. Thus their model also acknowledges the 
pervasive nature of public and familial transfers.   

Lee (1994) postulates that the lifecycle wealth ( ) can take different 
forms: transfer wealth associated with childrearing ( ) and pension 
wealth ( ) associate with wealth to fund consumption at older ages. 
Pension wealth can be either form of assets (A) or pension transfer 
wealth ( ). i.e,  

 

( ) ( ) ( ) ( )k pW t A t T t T t= + +       

( ) ( ) ( ) ( ) ( )p k pW t W t T t A t T t= − = +        (1)
   

These are the present value of net transfers that year t adults will 
receive from year t children and from future generations. Child wealth is 
defined similarly. The relative size of pension transfer wealth is 
captured by ( ) ( ) / ( )p pt T t W tτ =  and the relative size of child transfer 

wealth by ( ) ( ) / ( )k kt T t W tτ = . Because only adults hold assets, 
substituting these relative sizes into equation (1) and rearranging terms 
gives the total assets of adults as 

 
( ) (1 ( ))(1 ( )) ( )kA t t t W tτ τ= − −        (2) 

 
The economy is subject to an aggregate budget constraint on flows 

that determines the time path of assets, transfer wealth and implicit debt, 
and income. If the profiles of consumption and labor income follow a 
given path, then we can calculate a lifecycle wealth that all adults must 
hold in year t in order to achieve the path over the remainder of their 
life.  
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One of the main innovations of this paper is to make τ  endogenous 
with respect to policy changes. Hence τ   is recalculated for different 
policy scenarios although each τ  (with different policies) is fixed during 
simulations with respect to other variables. All parameters and estimates 
are calculated based upon actual age profiles of labor income, 
consumption, net public transfers, and net public pension transfers from 
the NTA database. Ignoring the year index t, the value of τ  can be 
rewritten as 

 

 
where R is government policy, such as pension reform or long-term 
healthcare reform. The derivative of Equation (3) with respect to R leads 
to 

 

 
This suggests that reduction in public transfers (Tp) decreases τ . On 

the other hand, if people decreases their savings (A), then it increases τ. 
The country effect depends on the level of τ , changes in Tp, and A. The 
combined effect of an increase in normal retirement age on the change 
in τ  is thus ambiguous.  

Mason and Lee (2007) project the effect of future demographic 
change on the future demand for pension wealth. The demand for capital 
depends on population change as well. Holding the age profiles of asset 
income and savings, the changes in age distribution over the 
demographic transition would clearly lead to a rising ratio of capital to 
income. However, the demand for wealth by age also depends on 
fertility and mortality in their model. Couples with fewer children assign 
a greater share of their lifecycle earnings to their own consumption, and 
therefore have a greater demand for wealth to provide for higher 
consumption in retirement. People who expect to live longer have a 
greater demand for wealth to finance their longer period of post-work 
consumption. These changes associated with the demographic transition 
and changes in age structure are also reflected in my analysis. 

( )
( )

( ) ( )
p

p

T R
R

T R A R
τ =

+
(3) 

'(1 )( )p

p

T A
T A

τ τ
τ

′′
= − −  (4) 
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According to the budget constraint, the change in assets from one 
period to the next must equal saving during the period. The change in 
assets is determined by total labor income in year t, Y(t), and by total 
consumption in year t, C(t). Y(t) is also determined by the total number 
of effective producers and labor productivity, and C(t) is determined by 
the total number of effective consumers and consumption index. This 
leads to a mathematical formulation of  

 

 
where r is the rate of interest, ( )c t  and ( )y t respectively represent the 
consumption index and the labor productivity index, and ( )L t  and 

( )N t  are respectively the effective number of producers (workers) and 
the effective number of consumers. 

In the steady-state, assets grow at the same rate as total labor income, 
and thus the following condition should hold: 

 

 
where Yg  is the growth rate. Equation (6) tells us the level of 
consumption that can be sustained in the steady-state, given any level of 
labor income. It is clear from the equation that a high level of 
consumption can be achieved for a smaller τ , as long as r is greater than 

Yg , holding other variables constant.  
This model relies on the assumption that the cross-sectional shapes 

of the labor income and consumption age profile are given and constant. 
However, the levels of labor income and consumption profiles are 
assumed to change. They shift at exogenously given rates. Hence, 
variations in the relative levels of the consumption and earnings 
profiles, as well as variations in the population age distribution, lead to 
different aggregate saving rates and therefore determine the trajectory of 

(1 ) ( ) (1 )[ ( ) ( )] ( 1)
( ) ( ) ( )
( ) ( ) ( )

r A t r Y t C t A t
Y t y t L t
C t c t N t

+ + + − = +
=
=

 
 
 

(5) 

1( *) [ ( *) ( *) ( *) ( *)]

( *) ( *) 1 ( )(1 ( *)) (
( *) ( *)

y

Y p

rA t c t N t y t L t
r g

c t L t r g t w t*)
y t N t

τ

+
= −

−

⎡ ⎤= + − −⎣ ⎦

 
 
 

(6) 
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asset accumulation. If the shape of cross-sectional age profiles of labor 
income and consumption does not change, then we can calculate the 
change in lifecycle wealth for each period that is necessary to sustain the 
lifecycle needs in the future. 

For my simulation, the τ for each country is treated as a policy 
variable and it is calculated from data based on different policy 
scenarios. The demand for capital depends not only on values of τ and 
τk, but also on the future consumption needs and the shape of labor 
income. In addition to τ, calculations are based on the actual age profiles 
of labor income, consumption, net public transfers, and net public 
pension transfers, which are constructed from the NTA datasets.  

The new value of τ  is governed by Equation (4). But it should also 
be noted that this effect depends a lot on behavioral responses, and 
hence the simulation requires a further assumption about whether and by 
how much an increase in normal retirement ages would have an effect 
on the actual age of retirement. It is natural to assume that the 
behavioral response of individuals delaying retirement with respect to 
the change in normal retirement age ( ) is between zero and one. If the 
value of  is equal to zero, an increase in the normal retirement age has 
no impact on actual retirement age. If the value of  is equal to one, an 
increase in normal retirement age leads to the same delay of retirement. 
The paper considers three values of : zero, 0.2, and one (see later part 
of the paper for rationale). The last sets of simulations also consider 
other scenarios, such as the effect considering substitution between 
public transfers and familial transfers, or the effect of an alternative 
policy such as reducing pension benefits rather than increasing the 
normal retirement age. 

 
 
3. Impact on Labor Income and Fiscal Sustainability 
 
Labor income here is defined as all compensation to workers, 

including earnings of employees and the portion of self-employment 
income that is a return to labor, including the ones in the informal sector 
of the economy. The major difference between this measure and the 
usual concept of the labor earnings profile is that this measure is 
estimated using the entire population. Thus, the measure includes non-
workers in the denominator, whereas the usual labor earnings profile is 
typically estimated only for the employees in the formal sector of the 
economy. The literature often focuses on the age profiles of the labor 
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force participation rate and ignores productivity by age. This approach 
is appropriate when the model seeks to explain some particular 
behavioral question: for example, what determines the age at which men 
retire. This conventional approach, however, has limited implications 
for the present paper. For some countries where a substantial portion of 
the elderly still participate in the labor market at low productivity levels 
or on a part-time working basis, looking at either the age at retirement or 
the wage of full-time employees misses an important picture of the 
economic lifecycle. 

What would be the impact of delaying retirement on funding 
consumption for older people? The impact of delaying retirement can be 
implemented by stretching the labor force participation profile by 
adding more years of activity at the peak and shifting the profile after 
the peak to the right, weighted by the productivity of each age group.1 
Before providing some estimates, however, it should be noted that the 
real world is much more complex than theory. Most of all, the decision 
to work and the productivity of workers are not independent, because 
the productivity of older workers conditional on working is closely 
related to the decision to work. For example, it is not surprising to see 
that declining productivity of labor due to poor physical and mental 
health leads a person to retire. On the other hand, those who are going to 
retire soon are less likely to invest in their human capital, which leads to 
lower productivity of workers.2,3 Because of this interdependence, the 
                                                      
1 This analysis relies upon Lee and Ogawa (2011). There are two issues of simulating 

the delayed retirement, though. First, the proportion of working population at each 
age and the labor income of the working population are not estimated separately for 
the NTA. But activity rates by age are available for most study countries from 
different sources, and hence, it is possible to calculate the productivity of the working 
population by dividing the per capita labor income by activity rates by age. While this 
procedure may not provide very accurate decomposition results, it may provide some 
useful insights. Second, activity rates are also available by five-year age groups for 
most countries. In order to get the average productivity profile by single year of age, I 
have smoothed the activity rates profile using the population age structure as a weight. 
I select the year of the survey for activity rates in a manner that it is closest to the year 
of the NTA data. The activity rates by age groups, the year of survey, and the original 
source of information for these activity rates are available upon request. 

2  See Skirbekk (2003) for a review of literature, pointing to an inverse U-shaped 
individual productivity profile.   

3 Thus, an increase in normal retirement age may affect labor productivity, too, since 
human capital investment depends on expected duration of retirement. This additional 
effect is not considered in the simulation model. 
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productivity of labor conditional on working may not appear to decrease 
from a certain age, especially around retirement age, if only those who 
have high productivity remain in the labor market.  

It is difficult to identify these factors and examine theories using 
real-world data sets. Even the basic information needed (such as 
working hours by age) is not readily available for all countries.  
Institutions also constrain wages to rise with age through seniority 
systems, regardless of productivity. The productivity of labor will  

 
▌ Figure 1 ▌  Labor Income as a Source of Funding Consumption (%) for People Ages 

65-74 Before and After Delaying Retirement by 2 years, 23 Economies 

 
Note : These are synthetic cohort values which are calculated using recent data on survival weights of the US. 

Hence, the results are not direct consequence of different mortality of the elderly across countries. 
Values are the ratio of the sum of per capita labor income at each single-year-of-age and the sum of 
per capita consumption at each single-year-of-age.  
The years of data are Austria (2000), Brazil (1996), Chile (1997), China (2002), Costa Rica (2004), 
Finland (2004), France (2002), Germany (2003), Hungary (2005), India (2004), Indonesia (2005), 
Japan (2004), Kenya (1994), Mexico (2004), Philippines (1999), Slovenia (2004), S. Korea (2000), 
Spain (2000), Sweden (2003), Taiwan (1998), Thailand (2004), Uruguay (2006), and US (2003).  

Source : www.ntaccounts.org database. 
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therefore depend on other macroeconomic conditions that are outside 
the control and foresight of an individual. However, some of the 
important factors can vary between countries, leading to important 
differences and changes in the way per capita labor income varies with 
age. 

Figure 1 presents the estimation results for people ages 65-74 on 
labor income as a source of consumption. Delaying effective (actual) 
retirement by 2 years has a substantial impact on the labor incomes of 
the elderly in many countries, but the impact varies a lot by country. 
The magnitude of the effect is usually larger for countries with high 
productivity and low labor force participation of the elderly. Obviously, 
work plays a smaller role for the elderly in all European and other 
economically advanced countries, but the increase in the importance of 
labor income is substantial for these countries. On average, delaying 
retirement by 2 years increases the labor income as a source of funding 
consumption by 17 percent for people ages 65-74. All European 
countries except Slovenia are above the average. By contrast, all Asian 
and Latin American countries except Taiwan and Costa Rica are below 
the average. The insight from this comparison is somewhat clear. Let us 
take Mexico as an example. Although Mexico has quite high activity 
rates for people ages 65-74 (36 percent), the productivity of these people 
(measured in earnings and two-thirds of self employed income for the 
working elderly) is quite low on average. Thus, delaying retirement will 
have a limited implication for solving old-age problems in countries 
with low productivity (but high labor force participation) for elderly, 
such as Mexico. The U.S. and Japan are intermediate. 

The importance of pension programs also varies by country. Figure 2 
presents age profiles of labor income, consumption, net public pension 
transfers, and net public transfers for selected countries. The two most 
distinctive features across groups are the importance of net pension 
transfers in old age, and the importance of public pension transfers vs. 
other public transfer programs. Developing countries, such as Thailand, 
show little net public transfers to the elderly, while most European 
countries show substantial net public transfer inflows to them. The 
importance of the other public transfer programs is also different across 
countries. The difference between net public transfers and net pension 
transfers shows net other transfers, such as public health, unemployment 
insurance, and social assistance programs. In some countries, 
governments spend more money on programs other than pension 
provision. Tax sources are also different across countries. 
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▌ Figure 2 ▌  Age Profiles of Labor Income, Consumption, Net Public Transfers, and 
Net Public Pension Transfers, Selected Countries. 
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Note : All profiles are expressed as the ratio of average labor income ages 30-49. 
Source : www.ntaccounts.org database. 
 
 
Again, the impact of increasing the normal retirement age is 

implemented by stretching the net pension transfers (by shifting the 
profile to the right by 2 years). Two issues, however, have to be 
addressed. First, it would be unreasonable to shift the profiles of some 
countries (such as South Korea) to the right for long term simulation. 
Although the importance of pension transfers is different by country, 
shapes are similar: rapidly increasing at a certain age, peaking at a 
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certain age, and remaining flat from that age. The notable exception is 
South Korea, which has a peak at around age 60 and a sharp decrease 
thereafter. Because 2008 was the first year of normal benefit 
disbursement from the new National Pension Scheme in South Korea, 
the age profiles of net public pension transfers based on 2000 data show 
small inflows of pension transfers to people older than 60. Thus, for 
countries like South Korea, the policy is implemented by stretching the 
net transfers profile by adding more years at the peak and shifting the 
profile after the peak to the right. 

 
▌ Table 1 ▌  Effects of Delayed Retirements and Increase in Normal Retirement Age  

(NRA) by 2 years. 

 

A B C D 

% increase in 
labor income 

for 65+ 
(after delaying 

retirement) 

Pension 
benefits as % of 
lifecycle deficit 
for 65+ (before)

Pension 
benefits as % of 
lifecycle deficit 
for 65+ (after 

increase in 
NRA) 

Fiscal impact, % 
decrease in  

pension benefits 
(after increase in 

NRA) 

Austria (2000) 4.4 85.3 84.4 9.8 
Chile (1997) 2.1 61.7 58.3 11.1 
China (2002) 2.1 36.4 35.9 12.2 
Costa Rica (2004) 2.0 39.3 38.5 12.3 
Finland (2004) 4.4 71.8 70.8 10.1 
Germany (2003) 4.1 62.2 60.9 11.6 
Hungary (2005) 6.5 57.1 56.0 10.0 
India (2004) 1.1 19.2 19.0 8.8 
Indonesia (2005) 1.1 0.2 0.2 9.6 
Japan (2004) 2.8 45.4 43.4 11.3 
Mexico (2004) 1.3 14.6 13.5 12.5 
Slovenia (2004) 4.0 61.7 61.6 9.5 
S. Korea (2000) 1.1 24.5 24.5 10.6 
Spain (2000) 5.2 59.0 56.4 8.0 
Sweden (2003) 3.2 91.2 86.6 10.2 
Taiwan (1998) 2.7 5.8 5.8 10.6 
Thailand (2004) 1.7 1.1 1.1 5.8 
Uruguay (1994) 4.0 54.9 51.3 10.9 
US (2003) 2.9 22.6 21.6 10.3 

Note : Calculation for South Korea is done by stretching the transfers profile at the peak. 
Source : www.ntaccounts.org database. 
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Second, to calculate the effect of the policy on τ, we have to make a 
certain assumption about private transfers. If private transfers and public 
transfers are independent, then public transfers are a perfect substitute 
for asset-based reallocation. On the other hand, if private transfers 
respond to the change in public transfers, then public transfers and asset-
based reallocation do not have to substitute on a one to one basis. In this 
paper, I consider both cases. I simulate the model first assuming that 
that public transfers and asset-based reallocations are perfect substitutes, 
and then relaxing the assumption by allowing up to 50 percent of 
substitution between public transfers and private transfers. 

Table 1 summarizes the level of public pension benefit as a 
percentage of lifecycle deficit (the gap between labor income and 
consumption) for people ages 65 and older, the magnitude of the 
delayed retirement on labor income by two years, and the fiscal impact 
of an increase in normal retirement age by two years. There is surely a 
lot of variation across countries. Most European countries will 
experience an increase in labor income of about 4 percent or more. The 
United States, Japan, and Taiwan will experience an increase of slightly 
less than 3 percent, while for all the Latin American and other Asian 
countries the increase will be about 2 percent or less, due to delaying 
their retirement by two years. The fiscal impacts of reducing pension 
benefits vary as well. 

 
 
4. Simulation Results  
 
The steady-state results are used to present dynamic simulation 

results from 1950 to 2300. The year 2300 is chosen since it is 
sufficiently far enough in the future to reach a steady-state. In addition, 
it is possible to project up to 2300 due to the availability of UN long-
range projections. The simulation results were prepared for Costa Rica, 
Germany, Mexico, Slovenia, South Korea, Spain, and the U.S., where 
the information on all needed age profiles and other information are 
available. These countries show a wide range of development stages 
across different regions, from less advanced to most advanced countries. 

The baseline assumptions are very similar to Mason and Lee (2007). 
Productivity growth is 1.5 percent per annum. The interest rate is 6 
percent until 2000 and decrease linearly to 4.75 percent between 2000 
and 2300, which follows Barro and Sala- i-Martin (1995). For the 
depreciation rate, the paper uses 3%, following Mankiw, Romer, and  
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▌ Table 2 ▌  Partial Effects on Assets due to Change in Age at Retirement and Normal  
Retirement Age (NRA), Steady-state Population. 

 

A B C D E 

Baseline Delayed 
retirement

Increased 
NRA 

(sigma=0)

Increased 
NRA 

(sigma=1)

Increased 
NRA 

(sigma=0.2) 

Costa Rica      
Tau 0.75 0.80 0.74 0.79 0.75 
Asset/labor income 1.87 1.35 1.99 1.45 1.84 
% change  -28.15 6.04 -22.60 -1.49 

Germany      
Tau 0.75 0.76 0.73 0.75 0.74 
Asset/labor income 2.92 2.61 3.16 2.84 3.08 
% change 0.00 -10.39 8.23 -2.57 5.63 

Mexico      
Tau 0.28 0.29 0.24 0.24 0.24 
Asset/labor income 7.24 6.64 8.21 7.57 8.07 
% change 0.00 -8.20 13.47 4.66 11.49 

Slovenia      
Tau 0.87 0.88 0.87 0.87 0.87 
Asset/labor income 0.90 0.81 0.92 0.82 0.90 
% change 0.00 -10.13 2.00 -8.24 -0.13 

S. Korea      
Tau 0.62 0.65 0.62 0.65 0.63 
Asset/labor income 3.57 3.12 3.58 3.13 3.47 
% change 0.00 -12.57 0.25 -12.35 -2.96 

Spain      
Tau 0.54 0.59 0.51 0.55 0.52 
Asset/labor income 3.14 2.45 3.47 2.75 3.32 
% change 0.00 -21.75 10.81 -12.25 5.88 

U.S.      
Tau 0.35 0.37 0.34 0.35 0.34 
Asset/labor income 10.98 9.73 11.52 10.23 11.21 
% change 0.00 -11.38 4.92 -6.81 2.11 

Note : Calculated for an increase in NRA by two years. Tau is the share of pension wealth in total lifecycle 
wealth. Sigma is the change in actual retirement age due to change in the normal retirement age. 
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Weil (1992). Two-thirds of the cost of children is met through familial 
transfers. The analysis is carried out by constructing populations with 
medium projections about fertility and mortality, based on the UN 
World Population Prospects (2010 revision). The UN long-range 
projection to 2300 is used for additional calculations. The baseline 
pension transfer wealth is computed by measuring the product of the 
annual flow and the difference between the average age of inflow and 
outflow.  

Table 2 provides a summary of the steady-state results for partial 
effects of varying policy parameters. Although the changes in interest 
rate, labor productivity growth, and level of consumption also have 
substantial effects on steady-state values, our focus is on the effect of 
delayed retirement and the increase in normal retirement age. 

The table provides four simulation results for seven countries. Under 
column A are the values of baseline τ, which are calculated for each 
country. Note that age profiles as well as τ change at the same time for 
each policy scenario. Column B shows the partial effect on the asset to 
labor income ratio as a result of delaying retirement by two years. As 
expected, delaying retirement decreases the ratio for all countries. It is 
quite large for Spain and Costa Rica, being over negative 20 percent, 
where the increases in τ are larger than other countries. It is about 
negative 10 percent for all other countries. The partial effects depend on 
several factors, such as the change in population age structure and 
consumption profiles for people 65 and older, in addition to the change 
in τ in our model. If net transfers do not change, then the decrease in the 
lifecycle deficit should reduce the lifecycle wealth, leading to an 
increase in the value of τ, i.e., the share of total lifecycle wealth that is 
held in the form of pension transfer wealth. In general, a bigger increase 
in τ  can decrease the asset to labor income ratio more, but the effects 
vary by country depending on other factors. For example, τ  increases 
more for South Korea than for Japan due to the delayed retirement, but 
the combined effect with the increase in normal retirement age is higher 
for Japan than for South Korea.  

Column C shows the partial effect of the increase in normal 
retirement age by two years on the asset to labor income ratio, holding 
the labor income profiles unchanged. Profiles of net public transfers are 
constructed using the new net public pension profiles. The values of τ 
are recalculated accordingly. Unlike the simulation for delayed 
retirement, this policy does not change the lifecycle deficit, but it 
decreases τ. This policy increases the asset to labor income ratio for all 
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countries, but again the effect varies substantially across countries. The 
impact of this policy on τ  in large part depends on the importance of 
public pension for old age support, but again other factors play a role.   

Column D shows the partial effect of the increase in normal 
retirement age and age at retirement by two years, respectively. The 
effect is positive for Japan and the U.S., but negative for all the other 
countries. Given the mixed results, it is natural to ask whether an 
increase in normal retirement ages would have much effect on the actual 
age of retirement. A boundary for this effect (  as described above) 
would be zero and one. Thus the boundaries of percentage change for 
asset to labor income, shown in columns D and C (corresponding to  
=1 and σ =0), are (-22.6, 6.0) for Costa Rica, (-2.6, 8.2) for Germany,  
(-12.4, 0.3) for Mexico, (-8.2, 2.0) for Slovenia, (-12.4, 0.3) for South 
Korea, (-12.3, 10.8) for Spain, and (-6.8, 4.9) for the U.S.   

There have been some studies on this issue for the U.S., especially in 
the late 1980s. Almost all previous studies found that even a substantial 
change in the social security program would cause only small changes 
in the actual retirement age. For example, Burtless and Moffitt (1985) 
first showed that increasing the normal retirement age for social security 
benefits from 65 to 68 would delay retirement by about 4 months, 
suggesting that  is only 0.11 on average. Although Mastrobuoni (2009) 
shows a largest  with 0.6, a few existing studies concluded that they 
are not more than 0.2 if we restrict the policy change to the increase in 
normal retirement age (Krueger and Pischke 1992; Bloom, Canning, 
Fink, and Finlay 2009). It might also vary depending on countries’ 
social welfare programs. Although this is an interesting research 
question, to my best knowledge, there are no systematic studies that 
compare the value of  amongst European countries. Based on the 
existing literature, I select 0.2 for the value of , and conducted another 
simulation. The results are shown in Column E.   

If  is 0.2, then an increase in the normal retirement age by two years 
increases the asset to labor income ratio for Germany, Spain, Mexico, 
and the U.S. (ranging from 2.1 percent for the U.S. to 11.5 percent for 
Mexico). An increase in normal retirement age by two years virtually 
does not affect the asset to labor income ratio for Slovenia. For only 
Costa Rica and South Korea, it slightly decreases saving. It should be 
noted that the estimated impact of the delayed retirement could be 
overstated. The reason is that it may be only the group of people near 
retirement who are affected by the policy, although I implemented the 
impact by stretching the labor income profile from the peak of the  
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▌ Table 3 ▌  Simulation Results Using Different Scenarios, Steady-state Population 

 

Scenario I  
(50% substitution b/w asset 

and public transfers) 

Scenario II  
(5% reduction in pension 

benefit) 
CI DI EI CII DII EII 

Costa Rica       

Tau 0.75 0.77 0.75 0.72 0.77 0.73 

Asset/labor income 1.93 1.60 1.85 2.17 1.61 2.02 

% change 2.99 -14.32 -1.34 15.71 -13.78 8.00 

Germany       

Tau 0.74 0.75 0.74 0.71 0.72 0.71 

Asset/labor income 3.04 2.82 2.99 3.49 3.16 3.41 

% change 4.08 -3.39 2.38 19.71 8.30 16.98 

Mexico       

Tau 0.26 0.26 0.26 0.25 0.26 0.25 

Asset/labor income 7.71 7.20 7.60 7.84 7.22 7.70 

% change 6.50 -0.48 4.99 8.35 -0.23 6.42 

Slovenia       

Tau 0.87 0.87 0.87 0.83 0.84 0.83 

Asset/labor income 0.91 0.84 0.89 1.21 1.10 1.19 

% change 1.00 -6.68 -0.58 34.63 22.72 32.16 

S. Korea       

Tau 0.62 0.64 0.63 0.60 0.63 0.61 

Asset/labor income 3.58 3.30 3.51 3.83 3.37 3.71 

% change 0.11 -7.64 -1.77 7.14 -5.74 3.86 

Spain       

Tau 0.53 0.55 0.53 0.51 0.55 0.52 

Asset/labor income 3.30 2.79 3.19 3.52 2.79 3.36 

% change 5.30 -11.07 1.90 12.28 -10.94 7.32 

U.S.       

Tau 0.34 0.35 0.34 0.33 0.35 0.34 

Asset/labor income 11.25 10.30 11.03 11.60 10.31 11.30 

% change 2.42 -6.17 0.48 5.69 -6.09 2.88 

Note : See Table 2. Column alphabets are consistent with the case for Table 2. 
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profile. Combined with the low value of  in the literature, it is more 
likely that delayed retirement induced by an increased normal retirement 
age would increase the lifecycle savings, rather than decreasing them. 

The results in Table 2 assume that assets and pensions are perfect 
substitutes. However, it is possible that a decrease in public pension is 
replaced by another support system, such as familial transfers. Although 
this is not a possibility for European and Latin American countries, it is 
possible in Asia, where the familial transfer system is quite important 
(see Mason, Lee, and Lee 2010b for the comparison of the old-age 
support system across region). Columns CI-EI (corresponding C-E in 
Table 2) in Table 3 reports the results assuming that a 50 percent decrease 
in public pension is replaced by a familial transfer. As we expect, the 
effect of the policy on asset accumulation is smaller, but the direction of 
change is same. What would be the economic effect if countries reduce 
pension benefits, say by 5 percent, rather than increase the normal 
retirement age? The answer to this question also surely depends on how 
older people respond. Columns CII-EII in Table 3 reports these 
simulation results. The effect is positive for all countries. That is, 
decreasing the pension benefit by 5 percent has a much more positive 
effect on savings than increasing the normal retirement age by 2 years, 
if people respond the same way to these two different policy options. 

 
▌ Figure 3 ▌  Simulation Results for Assets, Pension Wealth, Lifecycle Wealth, and 

Child Transfer Wealth for Seven Countries, 1950-2100. 
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Note :  A, Wp, W, Tk, and Yl refer to assets (A), pension wealth (Wp), lifecycle wealth (W), child transfer wealth (Tk), 

and labor income (Yl), respectively. 
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How do demographic changes affect our simulation results? By 
using backward recursion, governed by Equation (5), I plot the 
simulation results in Figure 3. The results are reported only for the 
baseline τ  to show the shape, because the shapes of other simulation 
results are similar. Although the results are available for the entire 
period from 1950 to 2300, only the results up to 2100 are presented in 
the figure to make it more easily readable. The results are presented for 
some components: assets (A), child transfer wealth (Tk), pension wealth 
(Wp), and lifecycle wealth (W). In order to compare the results across 
countries, all components are normalized, as a ratio of labor income 
(Yl). Child transfer wealth is plotted as a positive value to make it more 
readily readable in the figure. 

The changing patterns of the simulated results are related to the 
demographic change.  For example, the child transfer wealth (Tk), the 
net wealth required to finance the lifecycle deficit for children, is closely 
related to the baby boom. Let us take South Korea as an example. The 
child transfer wealth for South Korea peaked after the Korean War and 
was equal to about 9 times labor income. As the baby boom ended, child 
transfer wealth began to decline steadily to less than 4 times labor  
income in 2010. Pension wealth (Wp), the net wealth required to finance 
the old-age lifecycle deficit, is related to an increase in life expectancy 
and changing age structure. For example, the pension wealth in the U.S. 
has been increasing, primarily due to increasing life expectancy and 
changing age structure. However, for South Korea, it increased until the 
mid-1980s, but started to decrease thereafter and continued to decrease 
until most recently. The reason for the decrease in the pension wealth is 
the consequence of the rapid increase in the relative number of young 
and prime age adults during the period, lowering the support ratio. The 
pattern of total lifecycle wealth of adults (W) reflects the pattern of both 
child transfer wealth and pension wealth, because it is the sum of two. 
Some countries have experienced a change from a large negative value 
to a positive value (e.g., Costa Rica, Mexico, and South Korea), 
implying that the value of resources for retirement now exceeds the 
obligation to children in these countries. Finally, the figure shows that 
the substantial rise in wealth as a form of assets (A) depends on the 
extent to which the elderly rely on transfers. Given the current transfer 
policy, assets rise much faster in the U.S. than in any other country, 
because the U.S. relies much less on transfer wealth than any other 
study country does. 
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It is worthwhile to note that countries with similar stage of economic 
development, geographical location, and social policies tend to evolve 
similarly in the future. However, this is in large part because these 
countries also tend to have a similarly shaped economic lifecycle and 
similar old age support systems. For example most Latin American 
countries have a high level of public pension systems. However, as the 
result demonstrates, Mexico is very different from the others. This 
difference is partly because the aggregate consumption of Mexico is 
much higher than total labor income, compared with the other countries. 
The difference can be explained by the government’s treatment of oil 
revenues, as is described in detail in Mejia-Guevara (2011). The old-age 
support system of Mexico is also quite different from other Latin 
American countries, as Mexico relies much more on asset-based 
reallocations than other countries do (low τ).  

 
 
5. Conclusion 
 
An increase in normal retirement age (pensionable age) is believed to 

partly solve the fiscal problems arising from population aging and slow 
the downward trend in labor force participation by older workers. 
However, the results using the National Transfer Accounts data set 
suggest that the solution to the aging problem differs by countries. For 
low and middle income countries, the solution might not be jobs for 
older people at a low wage rate. Rather it may have to be a more 
fundamental change in the society, including retraining programs for the 
elderly. This is exactly the case for South Korea where increase in 
normal retirement age has little impact on labor income. Thus, although 
an increase in normal retirement age is effective from a fiscal 
sustainability perspective, the policy effect on old-age support is very 
small from the protection of old workers. 

The results based on the second part, the simulation model, show that 
the effect of increase in normal retirement age on savings varies across 
countries and that it depends on several factors. The simulation results 
suggest further that an increase in the normal retirement age reduces 
lifecycle pension wealth. The decrease in pension wealth does not 
necessarily increase savings, however, although it often does so. 
Savings tend to increase more due to the policy, when pension benefits 
are high relative to the productivity of older workers. This paper also 
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describes the changing patterns of the simulated results for each country 
over time, in accordance with their respective demographic changes. 

There are numerous limitations in this paper. Some result from the 
assumptions of the NTA approach, whereas others originate from the 
assumptions of the simulation model. Assumptions such as the 
exogenous interest rate, the fixed shape of cross-sectional consumption 
and the labor profile need to be improved. The fixed ratio of child 
transfer wealth is also a strong assumption, and a recent study shows 
that child transfer wealth does vary across countries.4 The parameter  
is also exogenously given in the simulation model. A better form of 
model is needed for this parameter, which is left for future studies. The 
budget constraint implicitly assumes that there is no bequest, which is 
not properly addressed in the paper. There are limitations resulting from 
the way I utilize the data, too. For example, these are estimates from 
many countries, and it would be better if I could explain the results in 
connection with their public programs or labor market policies. 

Nonetheless, the results are suggestive and interesting. Most of all, 
the results demonstrate that the economic effect depends on several 
country-specific factors, such as the country’s welfare system, the level 
of pension benefits, and the productivity of older workers. As 
government efforts to encourage later retirement are important policy 
initiatives, governments need to consider these factors. 
  

 
 

  

                                                      
4 The value of τk does vary across countries (Mason, Lee, and Lee 2010b). However, the 

variation across countries is much smaller compared with the variation of the relative 
size of pension transfer wealth (τ ). 
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CHAPTER 5 
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by 
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1. Introduction 
 
According to Statistics Korea’s projections, Korea will face dramatic 

demographic changes over the next fifty years. The population is 
expected to grow much more slowly than ever before and age rapidly. 
This paper analyzes the medium- and long-run effect of the fiscal rules 
for Korea facing demographic changes due to population aging and slow 
workforce growth as well as slow long-run economic growth. A general 
equilibrium model of overlapping generations is built to understand and 
quantify the long-run and transitional impacts of different fiscal rules 
that impose a long-lasting constraint on fiscal policy through numerical 
limits on budgetary aggregates.1 

Households are heterogeneous in age, wealth, and earnings ability. 
Especially, earning ability depends on age-specific labor productivity 
and time-varying productivity. Given a fiscal rule, households make 
optimal decisions on consumption, saving and labor supply over the 
life-cycle. There are mortality risks and the household’s length of life is 

                                                      
* This version is a minor extension of Moon and Lee (2013), an published article in 

the Korean Journal of Public Finance.  
** E-mail address: danlee200@skku.edu 

*** E-mail address: moon@swu.ac.kr 
1 See Schaechter, et al. (2012). 
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uncertain. The asset markets are assumed to be incomplete and households 
can accumulate riskless assets to insure themselves against mortality 
risks and income shocks caused by unexpected negative labor 
productivity shocks.  

When it comes to the fiscal rules, three different types of fiscal rules 
are investigated. The first type of rule is a debt rule which sets an 
explicit limit for public debt as percent of GDP. The second type of rule 
is a budget balance rule which literally requires a balanced budget in 
this paper. Assuming that the government expenditures measured as the 
ratio of GDP, consumption tax, and capital gains tax are exogenously 
given, the quantitative effects of each fiscal rule that the model economy 
adopts on output, factors of production, and policy variables such as tax 
rates and national pension contributions are examined.  

In the model economy with the debt rule, among others, the income 
tax rate rises from 26.5 percent in 2010 to 60.7 percent in 2050 because 
of a decrease in workforce consisting of taxpayers and a rapid growth of 
government expenditures. For the budget balance rule, the debt-to-GDP 
ratio falls from 36.1 percent in 2010 to 15.6 percent in 2050. For the 
next two decades, the income tax rate is higher under the budget balance 
rule than under the debt rule, but the gap shrinks after 2030 due to the 
reduced debt-to-GDP ratio under the budget balance rule. Finally, lower 
tax rates reduce distortions to labor supply, saving and investment, and 
then increase output. The results suggest that it is possible to increase 
welfare by reducing distortions created by higher income tax rates if we 
have stricter fiscal rules in place before dramatic demographic changes 
take place. 

This paper complements the existing studies quantifying the long-run 
effect of demographic changes. While the existing studies rely on the 
accounting methods which do not require households’ rational 
behaviors, this study is based on a general equilibrium model of 
overlapping generations in which households make optimal decisions on 
consumption and saving. Since income taxes distorting household’s 
work incentives are introduced and asset markets are assumed to be 
incomplete, the Ricardian equivalence fails to hold. In this sense, this 
work is in line with Auerbach and Kotlikoff (1987), Trostel (1993), and 
McGrattan(1994). Following Hubbard and Judd (1986), Altig and Davis 
(1989), and Heathcote (2005), borrowing constraint is introduced into 
the model economy in this paper. Following Castaneda, et al. (1999), 
Nishiyama and Smetters (2005), Conesa and Krueger (2006), Cagetti 
and De Nardi (2009), and Conesa, et al. (2009), a model of incomplete 
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markets with heterogeneous agents, a so-called Bewley-Huggett-
Aiyagari model, is constructed. While existing studies focus on the 
short- and long-run effect of fiscal policy, the focus of this paper is on 
the medium- and long-run effect of different fiscal rules on the 
transitional dynamics when population aging and slow workforce 
growth as well as slow long-run economic growth hit the economy. 

The organization of the paper is as follows. Section 2 presents the 
model of overlapping generations, and calibration details and quantitative 
results from two different fiscal rules are given in section 3. Concluding 
remarks are given in section 4. 

 
 
2. Model 
 
This section presents the model of overlapping generations which 

consists of the household problem, the firms problem, and the 
government fiscal rule. The definition of the recursive equilibrium and 
the description of the transitional dynamics are also discussed. 

 

2.1. Environments 
 
The economy is populated by overlapping generations of households 

of age 1,2, … , . It is assumed that each household consists of one 
person. The lifespan is uncertain and thus households of age j can 
survive until the next period with probability . Households can 
remain employed in the market until the mandatory retirement age, 
denoted by . No altruism is assumed so that all accidental bequests 
are collected and distributed as a lump-sum transfer to the entire 
population. 

Households have the following utility function 
 

1  

 
where   is a subject discount factor,   consumption,   leisure. The 
expectation is with respect to uncertainty in longevity and labor 
productivity. In each period, households have an endowment as one unit 
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of time. When a household is working, his or her earnings are given as   where  is the market wage, x the household’s time-varying 
labor productivity,   the household’s age-specific labor productivity, 
and  the household’s hours of work that is endogenously chosen. Notice 
that the labor productivity of households has two different components. 
The first component is age-specific productivity which varies 
deterministically over the life-cycle. It is assumed that  0  for 
retirees at age 1 . The second component is time-varying 
productivity which follows an AR(1) process in logs: 

 ln ln  
 
where  is a normal random variable with zero mean and variance of . 

Following Bewley, Huggett (1993), and Aiyagari (1994), markets are 
assumed to be incomplete, and thus households cannot insure 
themselves against labor productivity and mortality risks by trading 
Arrow-type securities. They are allowed to accumulate oneperiod 
riskless assets to self-insure against uncertainty. Moreover, households 
are not allowed to borrow. 

Under this environment, a household of age  faces the 
following budget constraint: 

 1 1 1 1                                   1    0 
 
where   denotes savings, a the current asset holdings,  interest rate,  
bequests distributed as a lump-sum transfer, , ,  the set of tax 
rates on consumption, capital income, and labor income, respectively, 
and  the tax rate on the pension system. The second constraint shows 
that borrowing is not allowed. 

On the other hand, a retiree of age 1 faces the following 
budget constrain: 

 1 1 1                          0 
 

where s denotes social security benefit for retirees which is identical for 
all retirees. 
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Firms are competitive and produce output according to a constant 
returns to scale technology: 
 

 
 

where Y denotes aggregate output, K aggregate capital input, L 
aggregate labor input, z the labor augmenting productivity which grows 
exogenously at rate of , and  is the capital share. Capital depreciates 
at rate . Since the technology exhibits a constant returns to scale, all 
the firms can be represented by a single firm. The representative firm 
rents capital and hire labor from households in competitive factor 
markets. The profit-maximization condition for the representative firm 
gives 
 1  

 
 

The government purchases an exogenous amount of goods and 
services, denoted by G, and supplies an amount of one-period risk-free 
debt, denoted by D, which carries the same return r in equilibrium. The 
expenditure, G, and the payment of the principal and interest on the 
debt, 1 D, are financed by the revenue from taxes on income and 
consumption, T, and newly issued debt, . The government should face 
the following fiscal constraint: 

 1  
 

where the revenue from taxes on income and consumption can be expressed 
as follows: 
 1  
 

where C denotes aggregate consumption and A aggregate assets. In what 
follows, it is assumed that the tax rates on consumption and capital 
income are given exogenously, and thus the labor income tax rate is 
determined to satisfy the fiscal constraint. 

Two different fiscal rules are examined. The first type of rule is a 
debt rule which sets an explicit limit for public debt as percentage of 
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GDP. The second type of rule is a budget balance rule which requires a 
balanced budget in this paper. The income tax rate that should satisfy 
the fiscal constraint depends on which rule is adopted. 

Finally, the government operates a pay-as-you-go social security 
system. Under this system, each retiree receives a constant benefit, 
denoted by s, and each household that supplies labor in the market has 
to pay a proportional   on earnings. 

 

2.2. Transformation and Recursive Equilibrium 
 
It will be convenient to transform the model into a stationary form. 

To this end, all the variables growing at the rate of   are divided by 
aggregate output because aggregate output, , also grows at the rate of 

. The transformed model can be expressed as follows. The household’s 
budget constraint is divided by Y and the household’s preferences are 
rewritten by using the definition of ̃ / . The household’s problem 
becomes 
 1 ̃ 1  

 

subject to 
 1 ̃ 1 1 1 ̃                                              1 1     for      (1) 1 ̃ 1 1 1 ̃ ̃   for  

 1                                              (2)                                       0                                                              (3) 
 

where / , ̃  / , / , and ̃ / .  Note that all the 
variables appearing on the government’s fiscal constraint grow at the 
rate of , and they are divided by Y . 
  1 1  

                    1                                (4) 
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where  / ,  / ,  / , /  and  / . 
Dividing the asset market equilibrium condition by Y gives 

 
=d+k 

 
where / . 

Finally, the representative firm’s profit maximization conditions 
divided by Y become 

 

 
Households are heterogeneous in three dimensions summarized by , , , where  represents age,  assets accumulated and carried 

over from the previous period, and  time-varying labor productivity. 
Given , in every period households choose consumption, hours 
worked, and savings to maximize his(her) life-time utility. It is useful to 
represent the household problem recursively. The household’s value 
function, , in state  is given by 

 

 
subject to equations (1), (2) and (3). From the above maximization 
problem, optimal consumption ̃ , optimal saving  and optimal 
hours worked  can be derived. 

To characterize the stationary competitive equilibrium, a specific 
fiscal rule should be assumed. To this end, a debt rule is set as the 
benchmark rule. If government adopts a debt rule, it must set an explicit 
limit for public debt as percentage of GDP. Under the benchmark rule of 
a constant debt-to-GDP ratio with , the government fiscal 
constraint becomes 

 
                                                                             (8) 

  

       (6) 

      1
 (5) 

      ̃, , ̃ 1 ｜  (7) 
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The characterization of the transitional dynamics will be discussed in 
the following section. 

A stationary competitive equilibrium under the benchmark fiscal rule 
of a constant debt-to-GDP ratio consists of the value function , the 
optimal consumption function ̃ , the optimal saving function , 
the optimal labor supply function , the capital stock and the 
efficiency unit of labor , , the factor prices ,  the government 
policy variables , , , , , , and the law of motion for the time 
invariant measure  such that 

 
1. Given the factor prices and the policy variables, the optimal 

consumption, saving and labor supply functions solve equation (7). 

2. The representative firm maximizes its profit and thus equations 
(5) and (6) are satisfied. 

3. The government budget constraints, equations (8) and (4), are 
satisfied. 

4. The social security system is self-financed: ̃ d d  

where I is an indicator function that takes a value 1 if   and 
0 otherwise. 

 
5. The goods market clears:  ̃ d 1 1  

 
6. The labor and capital markets clear: d  ̃ d  

 
where 1 d . 

 
7. The measure  is time-invariant and the law of motion for the  

measure over the state space satisfies Γ . 
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2.3 Transitional Dynamics 
 
On the transitional dynamics, the age-dependent conditional survival 

probabilities  j , the government expenditures as a share of output g, the 
growth rate of the labor-augmenting productivity  are not constant, but 
assumed to follow deterministic trends. Specifically, we assume that the 
changes in demographics, government spending and productivity happen 
until 2050, and after 2050 they become constant.2 

To see how the model economy operates on the transitional dynamics, 
we solve the model recursively. We first characterize the stationary state 
in which all the variables of interest do not vary over time and then 
allow the model economy to have enough time for the periods after year 
2050 to adjust the changes in demographics, government spending and 
productivity. Our computations on the transitional dynamics focus on 
finding the time paths of the tax rate on labor income, the tax rate on 
social security benefit, the wage rate, and the growth rate: , , , . Note that when households solve their 
problem on the transitional dynamics, they have to know the time path 
for the growth rate of Y. In equilibrium, therefore, the household’s 
conjectured time path for the growth rate of Y should be equal to the 
actual time path for the growth rate of Y. 

 
 
3. Quantitative Analysis 
 
3.1 Calibration 
 
The model operates on annual frequency. Households enter the 

economy at age 27, retire from work at age 66 and live up to the 
maximum age of 100. Over the period 2010-2050, the age-dependent 
conditional survival probabilities  (t) are assumed to vary over time 
while it remains constant in the stationary state. First, the conditional 
survival probabilities are computed to mimic population projections by 
Statistics Korea. Given the projected population for age j in year t and the 
projected population for age 1  in year 1 , denoted by ,  and , , respectively, the age-dependent conditional survival probability in 
year t is defined as 
                                                      
2 For the growth rate of labor-augmenting productivity, it keeps falling until 2080 and 

after that it remains constant. 
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,,  

 
Similarly, the number of the new entrants who enter the economy in 

each year are computed to mimic population projections. Given the 
projected population for age 1 in year 1  and the projected 
population for age 1 in year t, the time t relative share of the new 
entrants is defined as 

 ,,  

 
where age 1 of the model corresponds to age 27 of the real world. After 
2050,  is set to 1, so that the number of new entrants remain the 
same. 

The process of time-varying labor productivity is determined by two 
parameters,  and . Following Kim and Chang (2008), we set  
to .8, but for , we choose .2 lower value than .354 because age-
specific labor productivity is also introduced. The deterministic process 
of age-dependent labor productivity comes from Choi (2009) who 
estimates the relationship between labor productivity and age. The 
income share of capital  is set to .3, the annual depreciation rate  is .1, 
and  is set to 4. The tax rates on capital income and consumption are 
assumed to be exogenous, and thus they are set to .293 and .054, 
respectively. Social security benefit is set to 40 percent of GDP. 

When it comes to government spending, the government 
expenditures as a share of GDP increase until 2050, and remain constant 
after 2050. More specifically, we follow the most recent projections by 
National Assembly Budget Office (2012) in which the ratio of 
government expenditures to GDP would be 22 percent in 2010, it would 
increase by .17 percentage point every year, and by 2050 it reaches 
28.72 percent and remains constant. The stationary ratio of the 
government expenditures to GDP is then 28.72 percent. In the stationary 
state, the debt-to-GDP ratio is set to 36.1 percent. 

It is difficult to figure out the exogenous time path for the labor-
augmenting productivity because nobody knows what will happen to the 
path. For that reason, we do not target the time path for the productivity, 
but the projected path for GDP. Given that the projected growth rate of 
GDP which comes from Hahn, et al. (2007), we find the time path for 
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productivity such that the model economy accounts for the given growth 
rate of GDP. 

Following Hahn, et al. (2007), the time path for the interest rate is set 
to 3.6 percent in 2010 and 2011. The interest rate is assumed to fall 
by .03 percentage point in each year, and thus it reaches 2.3 percent by 
2050. After 2050 it remains unchanged at rate of 2.3 percent. Since the 
interest rate is given exogenously as in a small open economy, the 
household’s subjective discount factor  will be chosen such that the 
capital market clears. 

Unlike the existing studies, we assume each new entrant is endowed 
with assets. By using the Survey of Household Finance (2006), we find 
that the average asset holdings for households of age 49 as a ratio of 
GDP is 2.6, and the average asset holdings for households of age 27 is 8 
percent of those for households of age 49. Table 1 summarizes the 
parameterization of the model both in the stationary state and on the 
transitional dynamics.  
 
▌ Table 1 ▌  Parameters in the Stationary State 

 pre-determined parameters  
 
 

ln  
 
 
 
 
 ̃ 
 
 
 
 

persistence parameter of idiosyncratic productivity shock 
conditional variance of idiosyncratic productivity shock  
age-dependent productivity  
capital share 
depreciation rate  
the reciprocal of the elasticity of intertemporal substitution  
tax rate on consumption  
tax rate on capital income  
social security benefit  
exogenous growth rate of aggregate productivity  
ratio of government expenditures as GDP  
Debt-to-GDP ratio  
interest rate 

.8 

.2 
Choi (2009) 
.3 
.1 
4 
.054 
.293 
.4 
.022 
.2872 
.361 
.023 

 parameters determined by equilibrium conditions  
 
 

 
 ̃ 
 

tax rate on labor income 
tax rate on social security benefit 
discount factor 
utility function parameter 
bequest 
initial wealth endowment 

.4371 

.1958 
1.1182 
.6119 
.0207 
.028 
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3.2. Benchmark Rule 
 
Under the debt rule as the benchmark rule, the debt-to-GDP ratio 

should be constant over time. Figure 1 shows the transitional dynamics 
under the debt rule. Figure 1 demonstrates that aggregate labor keeps 
falling over 2010-2050 even though the aggregate capital stock and 
output increase. The second panel of Figure 1 displays the growth rates  
 
▌ Figure 1 ▌  Transitional Dynamics under Benchmark Rule 

(a) Aggregate Variables 

 
Note : Each aggregate variable is normalized to 1 in 2010. 
 
(b) Growth Rates 
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of aggregate output and per capita output, respectively. Some may argue 
that the model economy has a very high growth rate of aggregate (labor-
augmenting) productivity. Nevertheless, the growth rate of output will 
drop to below 1 percent, and thus the changes of demographic structure 
could have a significant impact on the growth rate of the overall output. 

One of the most striking features of the model economy under the 
benchmark rule is that the income tax rate and the tax rate on social 
security benefit increase rapidly as in Figure 2. The stationary 
equilibrium rates are 43.7 percent for income tax and 19.6 percent for 
social security benefit, but on the transitional dynamics they rise up to 
60.7 percent for income tax and to 42.2 percent for social security 
benefit. 

 
▌ Figure 2 ▌  Transitional Dynamics under Benchmark Rule 

 
 

3.3. Balanced Budget Rule 
 
The second rule examined in this section is a budget balance rule 

which explicitly requires a balanced budget. The government budget 
constraint can be expressed as follows: 

 

 
Under the balanced budget rule, revenues should be equal to expenditures: 

1 11  (9)
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                                                                               (10) 
 
If the economy is growing over time, then the debt-to-GDP ratio, dt, 

is shrinking. 
In other words, the size of debt would be constant. Notice that even 

though the model economy has the balanced budget rule in place, the 
balanced budget rule applies until 2050 and is replaced with the debt 
rule after 2050. We call this regime ‘the balanced budget rule’ in this 
paper. 

 
▌ Figure 3 ▌  Differences in Income Tax Rates (%p) 

 
 
Note : The difference between the labor income tax rates under two different fiscal rules: Benchmark– 

Balanced Budget. 
 
Figure 3 presents the difference in income tax rates under two 

different fiscal rules. Since more stringent policies are required by the 
balanced budget rule under which the income tax rate would be higher. 
For that reason, the income tax rate is higher under the balanced budget 
rule than under the debt rule between 2010 and 2030. The difference in 
income tax rates shrinks around 2030 when the difference is only 0.4 
percentage point. Over the period 2035 to 2045, surprisingly, the 
income tax rate under the balanced budget rule is lower than under the 
debt rule. This is because there are feedbacks between the tax rate and 
output. Suppose that the ratio of government expenditures to GDP is 
exogenous. If the income tax rate is low, then all else being equal, the 
level of output would be high because there will be less distortions on 
work incentives. On the other hand, if the level of output is high, then 
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all else being equal, government could have a room to reduce the tax 
rate to balance its budget. 

 
▌ Figure 4 ▌  Differences in Levels of Output and Utility 

(a) GDP and cumulative per capita GDP 

 
Note : Measured by   /  

 
(b) Representative Household’s Spontaneous Utility 

 
Note : Measured by   /  

 
Figure 4 shows the differences in the levels of output as well as in 

the representative household’s temporaneous utility under two different 
fiscal rules. Over the period 2025–2030, in panel (a) of Figure 4, the 
output is higher under the balanced budget rule than the debt rule. This 
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can happen because the future tax rate under the balanced budget rule is 
expected to be lower than under the debt rule even though the tax rate at 
the time is higher. 

The cumulative per capita GDP given in panel (a) falls below zero 
around year 2040. When the balanced budget rule which is more 
stringent is implemented, the short-run output will be lower than under 
the debt rule, but after 2040 the level of output under the balanced 
budget rule surpasses the level of output under the debt rule. As a result, 
a fiscal rule can be served by the balanced budget rule which can make 
up the short-run cost of lower output. 

Finally, panel (b) of Figure 4 shows the weighted average of 
different household’s temporaneous utilities derived from both rules. By 
2010, the average utility from the debt rule is 2.6 percent higher than the 
average utility from the balanced budget rule, so that over the period of 
the transitional dynamics, the debt rule seems to be better than the 
balanced budget rule. We attempt to measure the difference of 2.6 
percent as consumption goods. 

The difference of 2.6 percent in terms of utilities corresponds to 1.4 
percent increase in consumption. 

 
3.4. 60 Percent Rule 
 
In this subsection, we examine another fiscal rule, the so-called 60 

percent rule, which can be considered as a special case of managing the 
maximum debt-to-GDP ratio. The current debt-to-GDP ratio is much 
less than the target ratio, 60 percent of GDP. Under the 60 percent rule, 
we assume that the debt-to-GDP ratio is allowed to rise up to 60 percent 
of GDP by 2050, and after 2050 the debt-to-GDP ratio remains constant. 
Compared to the benchmark rule and the balanced budget rule, the 60 
percent rule is the least strict type of fiscal rules. 

There are infinitely many sequences of income tax rates to deliver 60 
percent of the debt-to-GDP ratio in 2050. We choose the path of 
equilibrium income tax rates from the balanced budget rule, denoted by , , and compute a wedge, , such that given the path of 
income tax rates, ,  and , % , and other equilibrium 
paths such as wage, social security tax, bequest and growth rate, the 
debt-to-GDP ratio in 2050 becomes .6. The computed wedge is then .9472. 
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▌ Figure 5 ▌  Differences in Income Tax Rates  

(%p) 

 
 

Note : Measured by  . 
 

Figure 5 presents the differences in income tax rates under the 
balanced budget rule and the 60 percent rule. Notice that if the tax rate 
under a certain fiscal rule is higher than under the benchmark rule, then 
the difference becomes negative. Tax policies required under the 60 
percent rule are much less strict than under the balance budget rule and 
thus the difference in tax rates between the benchmark rule and the 60 
percent rule is greater than 2 percentage point for the 2030–2050 period. 

The debt rule, however, should be enforced after 2050, which 
implies that the amount of debt will remain constant at 60 percent of 
GDP after 2050. For government to manage the high ratio of debt 
relative to GDP, it has to raise the labor income tax rate. Figure 5 shows 
that the difference is 2:4 percentage point, that is, the tax rate in 2051 
under the debt rule with 60 percent debt-to-GDP ratio is 2.4 percentage 
point as high as that under the benchmark rule with 36 percent debt-to-
GDP ratio. 

The sudden changes in tax rates directly affect aggregate output even 
though they are anticipated by households. Figure 6 demonstrates the 
negative effects of the changes in tax rates due to the changes in fiscal 
rules. The significant changes in tax rates happened by the regime 
change in 2051 decrease output by more than 5 percent, compared to the 
benchmark rule. Notice this difference persists for about 15 years. 
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▌ Figure 6 ▌  Differences in GDP  

(%) 

 
Note : Measured by  /  

 
▌ Figure 7 ▌  Differences in Levels of Per Capita GDP and Utility 

(a) Cumulative Per Capita GDP  

(%) 

 
Note : Measured by  /  
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(b) Representative Household’s Spontaneous Utility  

(%) 

 
Note : Measured by  /  

  
Finally, we also measure cumulative per capita GDP and the 

representative household’s spontaneous utility, and compare the 
balanced budget rule with the 60 percent rule. Panel (a) of Figure 7 
shows that cumulative per capita GDP under the 60 percent rule is much 
greater than both the benchmark rule and the balanced budget rule 
because the required income tax rates are low compared to the other 
rules. But this strong advantages disappear around 2060. In 2062, the 
difference in cumulative per capita GDP becomes positive which means 
cumulative per capita GDP under the benchmark rule is greater than that 
under the debt rule with 60 percent debt-to-GDP ratio. 

The representative household’s spontaneous utility is illustrated in 
panel (b) of Figure 7. One of the interesting features of the model with 
the 60 percent rule is that people will be better off from the loose fiscal 
rule. We find that it is not a totally bad idea to allow the debt-to-GDP 
ratio to rise steadily during the period of structural adjustments such as 
demographic changes, slow workforce growth and slow long-run 
economic growth. But we highlight that this result can hold under the 
assumptions that the interest rate is given exogenously and there are no 
external shocks related with the debt-to-GDP ratio and the sovereign 
credit rating. 
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4. Concluding Remarks 
 
This paper examines the effects of fiscal rules on Korea’s budget 

outlook and macroeconomic performance in the face of aging 
population and falling long-run growth. We compare two common fiscal 
rules: a limit to the debt-to-GDP ratio (benchmark or debt rule) and a 
balanced-budget rule. To simulate the effects of both fiscal rules, we 
employ an overlapping generations model of general equilibrium. More 
specifically, we examine the extent to which aging population, falling 
long-run growth, and rising government expenditure affect economic 
output, labor supply, and capital stock during the period from 2010 and 
2050. Contrary to conventional wisdom, the results indicate that 
implementing stricter fiscal rules before population aging intensifies can 
improve long-term economic growth by making room for future tax 
cuts. 
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CHAPTER 6 
Trade Liberalization, Growth, and Bi-polarization in 

Korean Manufacturing: Evidence from Microdata 
 
 

by 
Chin Hee Hahn*1 

(Gachon University) 
 
 
Abstract 
 
This paper examined the effect of trade liberalization or globalization, 

more broadly, on plants’ growth as well as on “bi-polarization”. To do 
so, we reviewed the possible theoretical mechanisms put forward by 
recent heterogeneous firm trade theories, and provided available micro-
evidence from existing empirical studies on Korean manufacturing 
sector. Above all, the empirical evidence provided in this paper strongly 
suggests that globalization promoted growth of Korean manufacturing 
plants. Specifically, evidence suggests that exporting not only increases 
within-plant productivity but also promotes introduction of new products 
and dropping of old products. However, the empirical evidence also 
suggest that globalization has some downsides: widening productivity 
differences across plants and rising wage inequality between skilled and 
unskilled workers. Specifically, trade liberalization widens the initial 
productivity differences among plants through learning from export 
market participation as well as through interactions between exporting 
and R&D, both of which increase plants’ productivity. We also show 
that there is only a small group of large and productive “superstar” 
plants engaged in both R&D and exporting activity, which can fully  
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utilize the potential benefits from globalization. Finally, we also show 
evidence that trade liberalization interacts with innovation to increase 
the skilled-unskilled wage inequality. 

 
 
1. Introduction 
 
This paper examines the effects of globalization on productivity and 

growth of plants as well as on “bi-polarization”, based on evidence from 
plant-level micro data from Korean manufacturing sector since early 
1990s. Although we do not attempt to give a rigorous definition of bi-
polarization, we consider a widening of performance differences among 
economics agents, such as productivity differences across plants or 
wage inequality between skilled and unskilled workers, as evidence 
consistent with bipolarization. This paper provides various pieces of 
evidence supportive of the hypothesis that although trade liberalization 
promoted the productivity growth of Korean manufacturing sector, it 
also contributed to widening productivity differences across plants and 
wage inequality between skilled and unskilled workers. 

There is a huge literature, both theoretical and empirical and both 
macroeconomic and microeconomic, which examine the nexus between 
trade on one hand and growth and productivity on the other.1 Broadly 
speaking, it would be fair to say that while the macroeconomic literature 
on the effect of openness on growth is somewhat inconclusive, the 
microeconomic studies tend to provide more clear-cut answers. Even 
among microeconomic studies, however, there seems to be no clear 
consensus on whether trade promotes firm-level productivity growth 
and what the mechanisms are. This issue is important, as will be 
discussed further below, not only for clarifying whether and how trade 
promotes growth, but also for understanding whether trade also has the 
effect of widening productivity differences across plants. Similarly, 
although the distributional effects of trade is a long-standing issue with 
huge literature, it would be fair to say that whether and how trade 
increases the wage inequality between skilled and unskilled workers 
remains largely as an open question. 
                                                      
1 Reviewing these vast literature is out of scope of this paper. 
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As well known, Korea’s past rapid growth relied heavily on the 
manufacturing sector which probably utilized the benefits from a larger 
and more integrated world market during the second wave of 
globalization. Since the early 1990s, however, there has been a growing 
concern among commentators and policy makers that Korean economy 
is increasingly bi-polarized, between exporting and domestically-oriented 
firms and between large and small firms. Do these two phenomena, 
rapid growth of manufacturing firms and bi-polarization, have the same 
underlying cause? Korea is a good place to examine this question.  

This paper is organized as follows. In the following section, we 
examine the linkages among exporting, productivity, and plant-productivity 
divergence. In section III, we examine whether trade liberalization 
contributed to increasing the wage and employment disparity between 
skilled and unskilled workers. In both section II and III, we start by 
examining some basic facts, discuss theoretical mechanisms whereby 
trade affects growth and bi-polarization and, finally, provide empirical 
evidence on those mechanisms. The final section concludes by 
summarizing the results and discussing policy implications. 

 
 
2. Exporting, Productivity and Bi-polarization 
 
2.1. Basic Facts 
 
In this subsection, we examine the plant productivity distribution and 

its changes over time, utilizing a plant-level dataset in Korean 
manufacturing sector for the period from 1991 to 2006. This is a micro 
dataset underlying Mining and Manufacturing Census which covers all 
plants with five or more employees. Specifically, we first examine 
whether there are cross-sectional differences in the levels of plant 
productivities and, in particular, whether these productivity differences 
tend to widen over time. The issue here is whether there are legitimate 
empirical basis in terms of productivity for the popular concerns for the 
bi-polarization. Then, we examine whether the plant productivity is 
systematically correlated with the plant’s exporting status. As will be 
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discussed below, one of the robust empirical regularities in the literature 
on firm’s exporting behavior is that firms that export are “better” than 
those that do not export in various performance characteristics, such as 
productivity, size, average wages, and so on. We want to make sure that 
similar patterns are found for Korean manufacturing plants. 

[Figure 1] shows the distribution of (the logarithm of) plant total 
factor productivity (TFP)2 for selected years during the sample period. 
Not surprisingly, the figure shows that there are huge productivity 
differences across plants.3 Do we observe a tendency for the productivity 
differential to widen over time? The answer to this question seems to be 
a nuanced “Yes”. If we ignore the top 1 percentile values of productivity 
distributions, we do not see any clear tendency of widening productivity 
differential across plants. If at all, the relative productivity gap between 
the top and bottom 10 percentile plants has narrowed since 2003. 
However, we observe a clear tendency for the relative productivity gap 
between the top 1 percentile plant and other plants to widen since the  

 
▌ Figure 1 ▌  Trends in the Distribution of Plant TFP (log) 

 
Source : Author’s calculation. 

                                                      
2  Plant total factor productivity was measured by the multilateral index number approach as in 

Good, Nadiri, and Sickles (1997). For further details of the measurement, see Hahn 
(2005). 

3  There exist pervasive and large differences in plant productivity even within a 
narrowly defined industry. For evidence on Korea, see Hahn (2000). 
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late 1990s.4 Thus, if there is a factual basis for the popular concerns for the 
bipolarization, it is likely to be related to the exceptional productivity 
performance of a very small set of, e.g., top 1 percent of, plants. 

We are not yet warranted to interpret the above evidence as 
suggesting that initial productivity differences have widened over time 
between those plants at the very top of the productivity distribution and 
others, unless plant productivity is highly persistent especially in the top 
of the productivity distribution. <Table 1> shows, however, that there is 
a high degree of persistency in plant productivity especially in the 
relativelyhigh-productivity plants. This table shows the five-year 
transition matrix of relative productivity rankings of plants (weighted by 
plant employment) between 1990 and 1995 following the methodology 
by Baily, Hulten, and Campbell (1992). When there is a persistency is 
productivity, it is expected that the relative productivity rankings does 
not change much over time and the diagonal numbers of the transition 
matrix tend to be higher than off-diagonal ones. This tendency is most 
pronounced for the plants that were in the top quintile of productivity 
distribution in 1990.5 

 
▌ Table 1 ▌  Five-year Transition Matrix of Relative Productivity Rankings 

(unit: percent) 

Note : Weighted by plant employment. 
Source : Hahn (2000), Table 16. 

                                                      
4 The total number of plants in the sample in 1997, for example, is 92,138, so that the total 

number of plants with productivity higher than the top 1 percentile value is about 921. 
5 Whether there is also a high persistency of productivity in the top of the productivity 

distribution in Korea especially in the 2000s is an empirical matter. Because of the 
fairly restrictive dada access in this period, we could not examine this issue for the 
2000s. 

1995 
1990 

Top 
20% 20-40 40-60 60-80 80-100 Switch-out death 

Top 20%  28.53 13.42  5.98 1.96 1.06 26.45 22.61 
20-40%  16.74  16.59  10.23 5.23 1.68 23.20 26.33 
40-60%  12.09  16.65  7.66 6.16 3.91 20.26 33.26 
60-80%  4.49  5.95  5.91 6.57 4.74 30.04 42.31 
80-100%  3.06  4.09  12.68 5.40 6.02 25.27 43.48 
Switch-in 28.28 24.52  19.81 16.64 1074 0.00  0.00 

birth  25.63 22.09 18.90 16.91 16.47 0.00 0.00 



 

 CHAPTER 6 _ Trade Liberalization, Growth, and Bi-polarization in Korean Manufacturing: Evidence from Microdata 221 

We have shown above that there are large productivity differential 
across plants and that a small set of high-productivity plants have 
widened their relative productivity advantage over other plants. Then, 
could these phenomena possibly be driven by plants’ export market 
participation behavior? Before we discuss this issue in more detail later, 
we will examine here, to set the stage, whether exporter plants have 
higher productivity than non-exporters. <Table 2> shows that they do. 
Furthermore, compared with nonexporters, exporters are larger in size 
and more capital- and skill-intensive6 and pays higher wages.  

 
▌ Table 2 ▌  Exporter Premia: 1990, 1994, 1998 

Source : Hahn (2005), Table 2. 

                                                      
6 In this paper, we use non-production and production worker as proxies for skilled and 

unskilled workers, respectively. 

 

1990 1994 1998 

exporters non-
exporters exporters non-

exporters exporters non-
exporters 

employment
(person) 153.6 24.5 119.4 20.0 95.1 17.8 

shipments
(million won) 11,505.5 957.0 17,637.1 1,260.3 25,896.8 1,773.8 

Production per worker
(million won) 50.5 26.8 92.4 47.0 155.0 74.2 

Value added per worker
(million won) 16.5 11.3 31.0 20.4 51.3 29.6 

TFP 
(log) 0.005 -0.046 0.183 0.138 0.329 0.209 

Capital per worker
(million won) 16.8 11.9 36.0 21.9 64.6 36.7 

Non-production
employment ratio 

(%) 
24.9 17.1 27.5 17.5 29.6 19.2 

Average wage
(million won) 5.7 5.1 10.3 9.2 13.7 11.5 

Average production
wage 

(million won) 
5.5 5.1 10.0 9.2 13.1 11.4 

Average non-production
wage 

(million won) 
6.8 5.3 11.6 9.4 15.6 12.4 
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2.2. Exporter Productivity Premium: The Mechanisms 
 
Why does the exporter’s productivity premium exist? Does exporting 

or trade liberalization cause the productivity heterogeneity among plants 
to arise? If so, what are the underlying mechanisms? Where are the 
market failures, if at all? 7 Understanding answers to these questions is 
important for identifying key areas where policy intervention might be 
needed in order to fully utilize the potential benefits from trade 
liberalization and minimize its potential adverse consequences. 

The heterogeneous firm trade theories and the related empirical 
studies for the past decade or so provide us, to a considerable degree, 
with the insights into the above issues. While earlier studies focused on 
clarifying the exporting-productivity nexus, some more recent studies 
additionally considered the role played by innovation and tried to clarify 
various interactions that exist among exporting, innovation, and 
productivity. Meanwhile, several theories based on multi-product firms 
have shown that product compositional changes induced by trade 
liberalization could be one mechanism by which productivity 
heterogeneity among firms arises endogenously in response to trade 
liberalization. 

 
Exporting-Productivity Nexus 
 
Broadly two types of explanations, which are not necessarily 

mutually exclusive, have been provided for the exporter’s productivity 
premium. First, exporter’s productivity premium reflects self-selection 
in export market participation. In the presence of fixed cost of export 
market entry, only the most productive firms can enter the export 
market. Second, exporter’s productivity premium reflects the so-called 
learning-by-exporting. That is, exporting itself increases productivity 
because firms learn about new markets, new products, and advanced 
foreign technologies. The self-selection view has nothing to say about 
the fundamental causes of the productivity heterogeneity among firms 
since firm’s productivity is assumed to be exogenously determined. 

                                                      
7 We discuss this issue at the end of this paper. 
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Export market simply plays the role of sorting firms based on 
productivity. By contrast, according to the learning-by-exporting view, trade 
liberalization or exporting could be a cause of productivity heterogeneity 
among firms.8 

How is the existence of learning-by-exporting effect related to the 
issue of the effect of trade liberalization on growth and bi-polarization? 
We first discuss the case where there is self-selection in export 
participation but not learning-by-exporting, and then discuss the case 
where there are both self-selection and learning-by-exporting.  

The first theoretical paper which analyzed the effect of trade 
liberalization on aggregate productivity under the assumption of 
heterogeneous firms is Melitz (2003). He assumed, as in previous 
theories of industry dynamics such as Jovanovich (1982), that firm 
productivity is exogenously determined. When trade is allowed, there 
arises a self-selection in export participation: only a subset of high-
productivity firms participate in the export market and the remaining 
low-productivity firms produce for domestic market only. Melitz 
showed that trade liberalization increases the aggregate productivity by 
reallocating resources among firms even if it does not affect firms’ 
inherent productivity. Specifically, as trade is liberalized, firms with low 
productivity producing for domestic market shrink or exit, firms with 
higher productivity previously producing for domestic market start 
exporting, and firms with highest productivity expand their exports and 
expand. Melitz did not allow for the possibility of learning-by-
exporting. If, however, the learning-by-exporting effect is taken into 
account, the effect of trade liberalization on aggregate productivity and 
growth would be larger than suggested by the Melitz’s theory. 

What does the Melitz’s theory imply about the effect of trade 
liberalization on bipolarization? Since his model assumes exogenously 
determined firm productivity, it implies that trade liberalization does not 
widen initial productivity differences across firms. However, his model 
predicts that trade liberalization does widen initial size differences 
across firms with the size being measured as employment or production; 

                                                      
8 Even if exporting causes productivity improvement, it does not necessarily mean that 

export participation should precede in time productivity improvement. 
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initially productive firms grow and expand and initially unproductive 
firms shrink or exit. 

It is not hard to see that, when there is learning-by-exporting effect in 
addition to the self-selection effect, trade liberalization not only widens 
initial size differences but also initial productivity differences, across 
firms. Self-selection implies that only a subset of firms is able to 
participate in the export market whose productivity level is higher than 
some threshold or cut-off productivity level. Those high-productivity 
firms that are able to start exporting will see their productivity improve 
further if the learning-by-exporting effect exists. By contrast, firms 
whose initial productivity is below the threshold level cannot be 
engaged in global activities (e.g., exporting) and, hence, cannot hope to 
learn at the global market. Hence, initial productivity differences across 
firms widen as trade costs are reduced. 

So far, it was discussed that whether learning-by-exporting effect 
exists or not is an important issue for understanding whether trade 
liberalization or reduction of trade costs could be a source or a cause of 
productivity heterogeneity across firms. More broadly, this issue is also 
important for understanding the effects of trade liberalization and the 
mechanism by which the effects operate. Strictly speaking, however, the 
issue that is more relevant here is whether, at the firm level, there are 
productivity-enhancing effects of exporting or trade liberalization. 
Several recent theoretical studies examined this issue. 

Bernard, Redding, and Schott (2006), for example, is an extension of 
Melitz’s model to multi-product firms. They show that trade liberalization 
increases not only aggregate productivity but also firm productivity. 
Here, the mechanism of firm-level productivity increase is the resource9 

reallocation across products within firm from low-expertise products to 
high-expertise products.10 Specifically, they show that trade liberalization 
                                                      

9  In their model, concentration on core competences occurs because of the wage 
increase following trade liberalization, which decreases the profitability of products 
with lowest expertise. While their model is based on monopolistic competitive firms, 
Eckel and Neary (2010) shows that trade liberalization also induces concentration on 
core competences under oligopolistic market structure. 

10  In their model, a firm’s productivity in a product depends on two components: 
“ability” of firm that is common to all products and product “expertise” that is 
specific to each product. 
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increases firm-level productivity by inducing firms to drop low-expertise 
products and concentrate on “core competences”. Concentration on 
core-competence products, or product rationalization, is an additional 
mechanism through which trade liberalization increases aggregate 
productivity and promotes economic growth.  

What are the implications of the Bernard, Redding, and Schott 
(2006) on the effect of trade liberalization on bi-polarization in terms of 
firm productivity? To begin with, it should be noted that, in their model, 
trade liberalization increases the productivity of all firms by reallocating 
resources across products. One implication of their model, however, is 
that trade liberalization increases the average productivity differential 
between non-exporting firms and those firms that switch from non-
exporting to exporting. The reason is that new exporters have an 
additional source of productivity growth relative to non-exporters; New 
exporters not only drop lower-expertise products but also expand output 
of newly exported products in response to reduced trade costs. 
Meanwhile, their model also predicts that trade liberalization magnifies 
the initial firm size differences between high-ability exporters and low- 
ability domestic producers. 11 

The above discussion can be summarized as follows. When learning-
by-exporting effect exists, trade liberalization can widen initial 
differences in productivity between low-productivity non-exporters and 
higher-productivity new exporters. Even when learning-by-exporting 
effect does not exist, similar effects are expected in the case of multi-
product firms. The prediction that trade liberalization magnifies initial 
size difference between low-productivity non-exporters and high-
productivity exporters is fairly robust to model specifics. 

 
 
 

                                                      
11 This effect is larger than when firm’s product scope is exogenous. With endogenous 

product scope, their model predicts that firm’s extensive margin (product scope) and 
intensive margin (average output per product) are positively correlated. Thus, high-
productivity exporters are larger than low-productivity non-exporters not only 
because their average output per product is higher but also because they sell more 
products. 
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Exporting, Innovation, and Productivity 
 

Costantini and Melitz (2008) analyzed the effect of trade liberalization 
under the framework of heterogeneous firms, explicitly considering the 
role played by innovation. 

They showed that anticipated trade liberalization induces firms to 
innovate prior to trade liberalization. Here, the productivity premium of 
exporters reflects not only self-selection in export participation but also 
productivity growth within firm due to enhanced innovation activity. 
The innovation incentive is strengthened due to market size effect 
associated with trade liberalization. Aw, Roberts, and Xu (2009) is 
similar to Costantini and Melitz, except that they allow for the learning-
by-exporting effect. In their model, there is productivity-based self-
selection in both export participation and R&D participation. Both 
exporting and R&D increases firm-level productivity. Thus, in their 
model, a complex set of interactions exist among exporting, R&D, and 
productivity. For example, high-productivity firms select themselves 
into participating in the export market (R&D) and improve their 
productivity further. This productivity gain strengthens the incentive to 
participate in R&D (exporting) which improves productivity even 
further. In short, Both Costantini and Melitz (2003) and Aw, Roberts, 
and Xu (2009) suggests that the productivity premium of exporters can 
result from trade liberalization or exporting. The key mechanisms 
include enhanced incentive to do R&D due to trade liberalization and 
learning-by-exporting. 

One interesting point to note is that the above theories imply that 
there are bi-directional causality between exporting and innovation. This 
reinforces the effect of trade liberalization on widening productivity 
differences among firms based on the initial productivity. Due to this bi-
directional causality, however, it becomes difficult to identify separate 
roles of exporting and innovation in accounting for exporter 
productivity premium. 

 
2.3. Empirical Evidence on the Mechanisms in Korean  

Manufacturing 
 

In this subsection, we provide some empirical evidence on the 
mechanisms outlined above by which trade liberalization improves 
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plant-level and aggregate productivity and, at the same time, magnifies 
productivity differences across plants, utilizing plant-level or plant-
product level panel datasets on Korean manufacturing.12 
 

Learning-by-exporting and Self-selection 
 
There are a large number of studies which support self-selection in 

export participation, but empirical evidence on learning-by-exporting is 
mixed.13 It is worth mentioning, however, that more recent studies tend 
to find evidence in favor of learning-byexporting hypothesis particularly 
for developing countries.14 

For Korea, Hahn (2012) provides empirical evidence supportive of 
learning-by-exporting. Hahn (2012) examines the effect of export 
market participation on plant-level total factor productivity, utilizing 
propensity score DID (difference-in-difference) matching methodology 
as in Heckman, Ichimura and Todd (1997). When there is a selectivity 
of export participation based on observed characteristics of firms, 
propensityscore matching is a convenient way to reduce this bias 
associated with an endogenous participation decision. However, when 
there is a selectivity of export participation based on unmeasured 
characteristics, or if there are time-invariant level-differences in 
outcome variables between new exporters and non-exporters,15 the 
propensity score difference-in-difference (DID) matching estimator is a 
more appropriate econometric methodology. 

To implement the methodology, Hahn (2012) estimates the following 
probit model.  

 
                                                      
12 The empirical evidence provided in this subsection mostly comes from author’s 

previous or on-going studies, such as Hahn (2012), Hahn and Park (2012). Due to 
limited space, we only provide a limited discussion on empirical evidence from other 
countries, which can be found in the above studies and elsewhere. 

13 See Greenaway and Kneller (2007) for a review of the related literature. 
14 See, for example, Girma, Greenaway and Kneller (2002) for UK, De Loecker (2007) 

for Slovenia, Albornoz and Ercolani (2007) for Argentina, Aw, Roberts and Xu (2009) 
for Taiwan, and Ma, Tang, and Zhang (2011) for China. 

15 In our case, starter plants might have unmeasured higher product quality, for example, 
which is likely to be correlated with export participation. 
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Pr 1| |  
 

where  is the probability of becoming an exporter for plant  
conditional on the vector of pre-exporting characteristics , and  is 
the dummy indicating exportmarket participation. The probit model is 
estimated for three model specifications. Model (1) includes as 
explanatory variables the log of plant TFP (lnTFP), the log of the 
number of employment (plant size), plant age (age), the log of plant’s 
capital-labor ratio (K/L ratio), a dummy variable indicating whether the 
plant reported a positive amount of R&D expenditure (R&D_yes), and a 
dummy variable indicating whether the plant is a multi-product plant 
(multi-product). In models (2), we include the four dummy variables 
which take on the value of one if the plant added (adding), dropped 
(dropping), created (creation), or destroyed (destruction) at least one 
product between year t-1 and t, respectively in addition to the above 
variables. Here product adding or dropping is defined from a plant’s 
viewpoint, while product creation or destruction is defined from a 
economy-wide viewpoint. Thus, for example, a product created by a 
plant is also a product added by the plant, but not necessarily vice versa. 
Model (3) includes plants’ total factor productivity growth (tfpg) 
between years t-1 and t, in addition to the variables in model (2).16 

<Table 3> shows the probit model estimation results. Above all, the 
positive and significant coefficient on plant’s TFP is consistent with the 
productivity-based selection in export participation. Thus, the productivity 
premium of exporters, shown in <Table 1>, partly reflects the self-
selection of more productive plants into export market. 

The table also shows that larger plants are more likely to participate 
in the export market, controlling for plant TFP. One interpretation might 
be that the positive effect of plant size reflects the effect of plant’s 
productivity that is not fully captured by the measured plant TFP. 
Another interpretation might be that it reflects the effect of other factors 
that are not included in our mode. For example, if larger plants are 
better able to access financial markets and if export market entry 

 
 

                                                      
16 All of the explanatory variables take values two years prior to export participation. 
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▌ Table 3 ▌  Probit Model of Export Participation 

Note : Numbers in parenthesis are standard errors. *, **, and *** indicates that the estimated coefficients are 
significant at 10, 5, and 1 percent level, respectively. 

Source : Hahn (2012), Table 5 

 
requires financing for the fixed entry cost, larger firms are more likely 
to participate in the export market with other things being equal. The 
coefficient on R&D dummy variable is estimated to be significantly 
positive, suggesting that plants that are engaged in R&D activity are 
more likely to participate in exporting. This evidence is consistent with 
the existence of causality running from R&D to export participation.17 

                                                      
17 We discuss below in more detail the evidence on the bi-directional causality between 

exporting and innovation in Korean manufacturing. 

model (1) (2) (3) 

lnTFP 
0.138*** 
(0.041) 

0.121*** 
(0.043) 

0.085* 
(0.048) 

TFPG   
0.106** 
(0.048) 

Plant size 
0.397*** 
(0.016) 

0.391*** 
(0.016) 

0.400*** 
(0.016) 

Plant age 
0.002 

(0.002) 
0.002 

(0.002) 
0.002 

(0.002) 

K/L ratio 
0.141*** 
(0.012) 

0.136*** 
(0.012) 

0.133*** 
(0.013) 

Multi-product 
-0.065*** 
(0.031) 

-0.089*** 
(0.033) 

-0.093*** 
(0.034) 

R&D_yes 
0.227*** 
(0.044) 

0.227*** 
(0.045) 

0.224*** 
(0.045) 

Adding  
0.073 

(0.046) 
0.072 

(0.046) 

Dropping  
0.021 

(0.044) 
0.019 

(0.044) 

Creation  
0.175** 
(0.086) 

0.183** 
(0.086) 

Destruction  
-0.190** 
(0.087) 

-0.189** 
(0.087) 

Obs 43,135 40,835 40,531 
Log likelihood -5918.40 -5617.15 -5543.76 
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Based on the estimated probability of export participation (propensity 
score), a set of non-exporters are matched to each export beginners. Let 

 and  denote the set of treated (export beginners) and control (non-
exporters) units, and  and  be the corresponding observed outcome 
variables: plant TFP in this case. Let  denote the year two years prior 
to export market entry. Denote the set of control units matched to the 
treated unit  by  , the number of control units matched with  
by , and the number of plants in the treated group by . Then the 
propensity-score DID estimator at s years after export market entry is 
given by 

 1 , , , , , 
 
 

where 1 , if  and 0 otherwise. We reports results 
based on the radius matching. 18 
 
▌ Table 4 ▌  The Estimated Learning-by-exporting Effect: 1990-1998 

Note : The asterisks *, **, and *** indicate that the estimated effects are within the 90%, 95%, and 99% 
confidence interval, respectively. The confidence intervals were calculated from a bootstrapping 
procedure with 1,000 repetitions. 

Source : Hahn (2012), Table 6 
 

The results in <Table 4> are strongly supportive of the learning-by-
exporting hypothesis. Export beginners start to improve their TFP from 
one year before export market entry up to three years after export 

                                                      
18 The radius is set to be equal to 0.001. The main results do not change qualitatively 

when the nearest-neighbor matching method is used alternatively. 

Outcome 
variable 

Probit s= -2 s= -1 s= 0 s= 1 s= 2 s= 3 

Plant TFP 
(1) 
(2) 
(3) 

0.000 
0.000 
0.000 

0.015**
0.021**
0.027*** 

0.035***
0.031***
0.041***

0.038***
0.041***
0.042**

0.035**
0.071**
0.041**

0.058* 
0.103* 
0.095* 
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market entry. This result is fairly robust to model specifications. The 
estimated average effect of export participation on plant TFP after three 
years of exporting is between 6 and 10 percent, which seems fairly 
large. 19 

The above results suggest that theoretical models, such as Melitz 
(2003), which do not take learning-by-exporting effect might under-
evaluate the true effect of trade liberalization on aggregate productivity 
and growth, at least for Korea’s case. That is, trade liberalization 
enhances aggregate productivity not only by promoting resource 
reallocation across firms but also by enhancing firm-level productivity. 
Another implication of the above results, which has not been pointed out 
very often previously, is that trade liberalization or globalization has 
played the role of magnifying productivity differences across plants in 
the case of Korean manufacturing. Depending on the initial productivity 
level, plants with higher productivity are able to participate in the export 
market and, consequently, further improve their productivity while 
plants with lower productivity cannot. These lower-productivity plants 
contract or exit. In short, trade liberalization creates both winners and 
losers even within a narrowly defined industry. The existence of 
learning-by-exporting effect reinforces these forces. 
 

Exporting, Introduction of New Products, and Product  
Rationalization 
 
As shown by Bernard, Redding and Schott (2006) and Eckel and 

Neary (2010), trade liberalization can enhance not only aggregate-level 
but also firm-level productivity by reallocating resources across 
products. As a specific mechanism of the cross-product reallocation 
within firm, these authors focused on “product exits”: concentration on 
core competence products or product rationalization. 

                                                      
19  The effects for s greater than 3 cannot be estimated because the there is no 

observation for the outcome variables of the control units. For the control units, 
there is no natural export market “entry” year. So, as in De Loecker (2007), the 
export entry year for the control units was set at around the mid-point of the sample 
period, 1995. The results are qualitatively similar when it is set at 1994. By the way, 
the effect at s=-2 is zero because this is the based year for difference-in-difference. 



 

232 Fiscal Sustainability and Innovative Welfare System 

In some respect, however, it might be a rather mechanical approach 
to focus on product exits only when examining the effect of trade on 
firms’ product portfolio. As Schumpeter emphasized the creative 
destruction as a fundamental process for a development of a capitalist 
economy, the introduction of new products, together with the exits of 
existing products, is a crucial feature of economic growth.20  In this 
regard, we discuss whether exporting promotes introduction of new 
products as well as exits of existing products based on evidence from 
Korean manufacturing.21 

<Table 5> shows that exporters are more active than non-exporters 
not only at product dropping but also at product adding. To the extent that 
the product adding and dropping measures capture the Schumpeterian 
creative destruction process, this result indicates that the creative 
destruction process is related to exporting or trade liberalization. 

Do these results reflect the effects of exporting on product adding or 
dropping? To answer this question, Hahn (2012) again uses the 
propensity score DID matching methodology to estimate the effects.22 
<Table 6> shows the results. Here, the outcome variables are cumulative 
counts of added or dropped products of a plant. Above all, export 
market participation is estimated to have positive effects on product 
adding (or new product introduction) both prior to, and after export 
participation. Although the enhanced innovation activity associated with 
larger market size has been emphasized as a main mechanism by which 
the benefits from trade liberalization is realized, it is also true that 
empirical evidence supporting this mechanism have not been easily 
available.23 The evidence in table 6 shows that this mechanism was 
operating in Korean manufacturing sector during the 1990s. Meanwhile, 
the finding that exporting promotes new product introduction prior to 
export market participation is broadly consistent with Costantini and 
Melitz (2007). 
                                                      
20 The role of new product introduction in economic growth is modeled by several 

endogenous growth theories, such as Stokey (1987), Grossman and Helpman (1991), 
and Romer (1991). 

21 This subsection is based on the results from Hahn (2012). 
22 The methodology is basically the same as that explained in section II.3. 
23  For previous empirical studies on this issue, see Damijan, Kostevc and Polanec 

(2010) and the literature cited. 
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▌ Table 5 ▌  Product Adding and Dropping: Estimated Exporter Premium 

Note : Product adding and dropping measures are cumulative counts of added and dropped products during 
the period from 1990 to 1998. The figures estimate exporter premium over non-exporters. The asterisks 
*, **, and *** indicate statistical significance at 10, 5, and 1 percent level. 

Source : Hahn (2012), Table 4 
 
 
▌ Table 6 ▌  The Effect of Exporting on Product Adding and Dropping 

Note : Product adding and dropping measures are cumulative counts of added and dropped products during 
the period from 1990 to 1998. *, **, and *** indicate that the estimated effects are significant at 10, 5, 
and 1 percent significance level, respectively. The confidence intervals were calculated from a 
bootstrapping procedure with 1,000 repetitions. 

Source : Hahn (2012), Table 6. 
 
<Table 6> also shows that exporting has an effect of promoting 

product exits, broadly consistent with the theoretical predictions of 
Eckel and Neary (2010) and Bernard, Redding and Schott (2006) that 
trade liberalization induces firms to concentrate on core competences. 
  

 
No control 

Exporter premium
Industry and region
dummy controlled

Industy and region 
dummy, and size 

controlled 
1995    

Product Adding 0.95*** 0.95*** 0.14*** 
Product Dropping 0.97*** 0.96*** 0.14*** 

1997    
Product Adding 1.24*** 1.18*** 0.15*** 

Product Dropping 1.24*** 1.15*** 0.13*** 

Outcome 
variable 

Probit
Model

s= -2 s= -1 s= 0 s= 1 s= 2 s= 3 

Product 
adding 

(1) 
(2) 
(3) 

0.000 
0.000 
0.000 

0.070*** 
0.078*** 
0.084*** 

0.206***
 0.216*** 
 0.244***

0.296***
0.343*** 
0.246**

0.669*** 
0.580***
0.603**

0.706* 
0.492 
0.566 

Product 
dropping 

(1) 
(2) 
(3) 

0.000 
0.000 
0.000 

0.069***  
 0.071*** 
 0.060**

0.185***
0.201***
0.205***

0.230**
0.167  
0.139 

0.530**
0.394**
0.330**

0.370 
 0.262 
 0.407 
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Bi-directional Causality between Exporting and Innovation 
 
Does exporting promote R&D? Does R&D cause exporting? Or 

both? We discussed above that, theoretically, there exists bi-directional 
causality between exporting and R&D. This issue is important for 
understanding the linkage between trade and growth as well as for 
understanding better whether and how trade liberalization could widen 
differences in productivity across firms. Below, we first provide some 
basic features of plants’ exporting and R&D activity. 

<Table 7> shows that exporters account for between 12 and 16 
percent of plants during the 1990s. Thus, Korea’s case is in line with 
previous studies for other countries in that only a small fraction of plants 
are engaged in exporting activity.24 Plants that do R&D account for a 
smaller fraction, between 6 and 9 percent. Plants that do both exporting 
and R&D is less than four percent of all plants with five or more 
employees.  

 
▌ Table 7 ▌  Distribution of Plants by Exporting and R&D Status 

Note : Plants are grouped depending on whether they reported positive amount of exports or R&D expenditure. 
Source : Hahn and Park (2012), Table 1a. 

 
<Table 8> shows the average characteristics of plants, where plants 

are classified into four groups depending on whether they do exporting 
and on whether they do R&D. It is clear that there are systematic 
differences across plant groups in terms of productivity, plant size, 
capital intensity, and skill intensity (proxied by non-production worker 
ratio). Controlling for exporting status, R&D performing plants are 
more productive and larger than plants reporting no R&D expenditure 
                                                      
24 See Bernard, Jensen, Redding and Schott (2011). 

Year 
Plant group 

R&D: No 
exporting: No R&D only exporting only R&D: Yes 

exporting: Yes 

1991  
1995 
1998 

53518 (81.0)  
74213 (84.2) 
58866 (80.1) 

2161 (3.3)  
3516 (4.0) 
3590 (4.9) 

8656 (13.1) 
8323 (9.5)  
8370 (11.4) 

1735 (2.6) 
2057 (2.3) 
 2710 (3.7) 
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and, controlling for R&D status, exporting plants are more productive 
and larger than non-exporters. Plants that do both exporting and R&D 
are the most productive and the largest. 

 
▌ Table 8 ▌  Characteristics of Plants by Group Classified by Exporting and R&D 

Note : Plants are grouped depending on whether they reported positive amount of exports or R&D expenditure. 
Source : Hahn and Park (2012), Table 2a. 

 
Then, is there a bi-directional causality between exporting and R&D? 

Hahn and Park (2012) show empirical evidence supportive of the bi-
directional causality, based on propensity score matching technique 
(Table 9). Specifically, export market participation positively and 
significantly affects the probability of R&D participation from one year 
after exporting. The effect on R&D intensity (=R&D/Shipment*100), 
however, is positive and significant only at one year after exporting. 
Similarly, the effect of R&D participation on exporting shows up 
mainly at the extensive margin rather than at the intensive margin 
(exports/shipments*100).25 

                                                      
25 When the propensity score DID matching technique is employed, we find more clear 

results that exporting has a significant and positive effect on, mainly, the extensive 
margin of R&D and vice versa. 

 

Non-exporters Exporters 

R&D: No R&D: Yes R&D: No R&D: Yes 

1995 

shipments 
(million won) 1255 5797 10077 71902 

Employees (person) 18 52 71 328 
Value added per worker 
(million won) 23 33 34 44 

Plant TFP 2.7 2.9 3.0 3.3 
Capital-labor ratio 
(million/person) 23 34 37 55 

Non-production 
worker/total employment
(percent) 

17 30 26 33 

R&D/Production 
(percent) 0.0 11.1 0.0 4.8 
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The bi-directional causality between exporting and innovation 
strengthens the mechanism by which trade liberalization widens the 
productivity differential among plants depending on their initial 
productivity level. The fact that only a small portion of plant can export 
and innovate, as shown in <Table 7>, implies that globalization might 
produce only a few superstars. 
 
▌ Table 9 ▌  The Effect of Exporting (R&D) on R&D (Exporting) 

Note : Results are based on the propensity score matching technique as in Becker and Ichino (2002). 
Source : Hahn and Park (2012), Table 7. 

 
 
3. Trade Liberalization and Wage Skill Premium 
 
3.1. Basic Facts 
 
[Figure 2] shows the trends in average wage and employment of 

production and nonproduction workers in Korean manufacturing sector 
from 1991 to 2006, calculated from Mining and Manufacturing Census. 
First of all, the relative wage of non-production workers has risen 
slightly, if at all, over the period. Next, although the employments of 
both production and non-production workers have declined secularly, 
the pace of the decline was more pronounced for the employment of 
production workers. In this paper, we use non-production and production 

Treatment 
Outcome
variable 

No. of
Treated

Estimated Effects 

s= -1 s= 0 s= 1 s= 2 s= 3 

Export 
participation 

R&D 
participation
probability

4,231 
-0.001
(0.003)

0.003 
(0.003)

0.021***
(0.004)

0.038***
(0.005)

0.034*** 
(0.008) 

R&D 
intensity 

460 
0.918 

(4.123)
0.499 

(0.674)
0.747***
(0.333)

0.277 
(0.779)

0.409 
(0.614) 

R&D 
participation 

Export 
participation
probability

3,442 
0.023*** 
(0.005)

0.036***
(0.005)

0.098***
(0.008)

0.148***
(0.011)

0.094*** 
(0.023) 

Export 
intensity 

746 
-1.570
(3.752)

-3.995
(4.097)

-3.910
(7.415)

16.071
(11.600)

47.332*** 
(16.122) 
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workers as proxies for skilled and unskilled workers, respectively. Then, 
trends shown in figure 2 suggest that the relative demand for skilled 
workers have been rising in Korean manufacturing for the past two 
decades. Then, what explains the rise in the relative demand for the 
skilled workers? Is trade liberalization or globalization an underlying 
cause? 

 
▌ Figure 2 ▌  Employment and Wage of Production and Non-production Workers 

 
 
3.2. A Brief Review of Theoretical Mechanisms 
 
Whether the rise in the wage inequality between skilled and unskilled 

workers is caused by international trade has been a long-standing issue 
in international economics. According to the traditional Heckscher-
Ohlin (H-O) theory, it is possible that a skill-abundant country is expected 
to experience a rise in the wage of the skilled as a result of trade 
liberalization. The view that trade is a cause for the observed rise in 
skilled-unskilled wage inequality, however, was not widely accepted 
due, for example, to the following reasons. First, while the H-O theory 
predicts that the trade liberalization increases the wage inequality in 
skill-abundant developed countries and decreases it in skill-scarce 



 

238 Fiscal Sustainability and Innovative Welfare System 

developing countries, the wage inequality rose not only in developed 
countries but also in many middle-income developing countries. 
Second, the H-O theory predicts that the aggregate increase in the 
relative employment of the skilled workers occurs through the resource 
reallocation across industries, from low- to high-skill-intensity industries, 
most empirical studies have found instead that the withinindustry 
increase in the relative employment of the skilled accounts for most of 
the aggregate increase in the skilled workers’ relative employment. 
Finally, although the H-O theory is based on the assumption of free 
labor mobility across industries, many empirical studies have found that 
the inter-industry labor mobility following trade liberalization is very 
limited. Against this background, it has been a prevailing view that 
skill-biased technological change, rather than trade, is a main cause for 
the rise in relative wage of the skilled workers. 

More recent theoretical studies, however, shows that trade 
liberalization can widen the wage gap between skilled and unskilled 
workers through other mechanisms. These include, among others, 
outsourcing and trade in intermediate goods26, and interactions between 
trade and skill-biased technological change.27  Verhoogen (2006) and 
Bustos (2009) are examples of studies that examine the interaction between 
trade and skill-biased technological change under the heterogeneous 
firm framework. Verhoogen shows that trade liberalization induces 
product quality upgrading by high-productivity exporting firms which 
increases the relative demand for the skilled. Meanwhile, Bustos shows 
that trade liberalization induces medium-productivity new exporters or 
existing exporters to adopt a more skill-intensive technology, based on 
the assumption that a skill-intensive technology requires fixed 
investments but reduces the variable cost.  

 
3.3. Evidence from Korean Manufacturing 
 
Did trade liberalization or globalization contribute to the rise in the 

relative demand for the skilled in Korean manufacturing? Is there 
                                                      
26  See, for example, Feenstra and Hanson (1999). 
27  For a review of literature on the interactions between trade and skill-biased  

technological change, see Goldberg and Pavcnik (2007). 
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evidence that the interaction between trade and skill-biased technological 
change is indeed an important mechanism? Below, we discuss these 
issues based on empirical evidence from microdata. 

<Table 10> shows a decomposition of the growth rate (annualized) 
of the aggregate relative employment of the skilled workers into 
“between” and “within” effect in Korean manufacturing.28  First, the 
annualized growth rate of the relative employment of the skilled from 
1991 to 1997 is very high at 1.76 percent. The within effect accounts for 
a large share of this growth: 1.01 percentage point per annum. The 
within effect basically reflects the increase in skill intensity within 
plants, while the between effect basically reflects the reallocation of 
employment across plants. A large within effect has traditionally been 
interpreted as evidence suggestive of an important role of skill-biased 
technological change. 

 
▌ Table 10 ▌  Decomposition of the Changes in Share of Non-production Workers 

Note : The unit is percent. Methodology based on Bernard and Jensen (1997). 
Source : Hahn and Park (2012), Table 4. 

 
When there are interactions between trade and skill-biased 

technological change, however, this interpretation is not necessarily 
warranted. <Table 10> also shows additional decomposition results with 
plants further classified into exporting and nonexporting plants or into 

                                                      
28  The decomposition of the relative wage of the skilled workers are qualitatively 

similar to table 10. See Hahn and Park (2011b). For a detailed explanation of the 
decomposition methodology, see Bernard and Jensen (1997). 

 

Relative skilled employment: 
1991-1997 

Relative skilled employment: 
1999-2003 

between within total between within total 
All plants      0.754  1.007 1.761  -0.262 1.289 1.028 
Non-exporters 0.779  0.197   0.976 1.119  0.015 1.134 
Exporters      -0.025 0.810   0.785 -1.381 1.274 -0.107 

All plants      0.754  1.007   1.761 n.a. n.a. n.a. 
Without R&D   0.174  0.368 - 0.194 n.a. n.a. n.a. 
With R&D 0.928 0.639   1.567 n.a. n.a. n.a. 
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plants with and without R&D expenditure. We find that the within effect 
is mostly accounted for by exporting plants or by R&D-performing 
plants. Although not reported, most of the within effect is accounted for 
by large plants. So, in Korean manufacturing, the within-plant rise in 
skill intensity, or skill upgrading, is driven by exporting, R&D-
performing, or large plants. 

<Table 11> shows the cross-plant regressions of within-plant skill 
upgrading. It found that exporting or, in particular, export market 
participation has a significant and positive effect on within-plant skill 
upgrading during the period from 1991-1997, even after controlling for  

 
▌ Table 11 ▌  Regressions of Within-Plant Skill Upgrading 

Note : Based on OLS. The dependent variable is within-plant change in skill intensity during the period from 
1991 to 1997. Standard errors in parenthesis. *, **, *** indicates that the coefficients are significant at 10, 
5, and 1 percent level. 

Source : Hahn and Park (2012), Table 5 
 

 Model I Model II Model III 

Constant 
-13.0927*** 

(2.8277) 
-13.7887*** 

(2.9520) 
-13.8176*** 

(2.9267) 

New exporter dummy
1.6061*** 
(0.4081) 

1.2664*** 
(0.4182) 

1.2147*** 
(0.4181) 

Export market exit 
dummy 

-0.4571 
(0.4334) 

-0.9577** 
(0.4449) 

-0.9875** 
(0.4448) 

Continuous exporter
dummy 

1.4648*** 
(0.3230) 

0.4912 
(0.3836) 

0.4514 
(0.3839) 

size91  
0.6819*** 
(0.1248) 

0.6621*** 
(0.1253) 

age91  
0.0096 

(0.0165) 
0.0108 

(0.0165) 

TFP91  
0.7273** 
(0.3650) 

0.7611** 
(0.3656) 

K/L ratio91  
-0.3980*** 
(0.1086) 

-0.4070*** 
(0.1086) 

R&D dummy   
0.1279** 
(0.0600) 

Industry dummy Yes Yes Yes R  0.0055 0.0079 0.0082 
Obs. 24,166 23,809 23,809 
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▌ Table 12 ▌  The Effect of Tariff Reductions on Wage Skill Premium 

Note : Fixed-effect regressions based on plant-level panel data for the period from 1992-2003. Dependent 
variable is the logarithm of the ratio non-production to production wage rate. Numbers in parenthesis are 
standard errors corrected for clustering at plants. *, **, *** indicates that the coefficients are significant at 
10, 5, and 1 percent level. 

 

other plant characteristics, such as R&D dummy, plant TFP, size, age, 
and so on. Then, did trade liberalization increase the relative wage of the 
skilled in Korean manufacturing sector? To answer this question, we 
estimate fixed-effect regressions relative wage of skilled workers 
utilizing the same plant-level dataset as before. Here, we include as 
explanatory variables a dummy variable indicating whether a plant 
performed R&D or not, industry-level output and input tariffs, and the  
interactions output and input tariffs with R&D dummy, controlling for 
other plant characteristics. <Table 12> shows the results. We find that 
the coefficient on the output tariff interacted with R&D are estimated to 
be significantly negative, suggesting that trade liberalization, as 

 Model I Model II Model III 

Constant 
-0.015*** 
(0.006) 

-0.007 
(0.009) 

-0.394*** 
(0.128) 

Output  tariff 
0.138 

(0.044) 
0.035 

(0.048) 
0.011 

(0.047) 

Output tariff 
*R&D dummy 

-0.119** 
(0.058) 

-0.148** 
(0.066) 

-0.172*** 
(0.066) 

R&D dummy 
0.024*** 
(0.005) 

0.016 
(0.011) 

0.004 
(0.011) 

Input tariff 
 -0.179 

(0.154) 
-0.102 
(0.152) 

Input tariff 
*R&D dummy 

 0.242 
(0.266) 

0.279 
(0.265) 

Plant size 
  0.139*** 

(0.003) 

Skill intensity 
  -0.032*** 

(0.004) 

Industry dummies Yes Yes Yes 
Year dummies Yes Yes Yes R  0.0048 0.0055 0.0678 

Obs. 352,904 352,904 352,904 
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measured by tariff reduction, had an effect of increasing wage skill 
premium within R&D-performing plants. This result is supportive of the 
view that trade liberalization, interactions with skill-biased technological 
change, contributed to the increase in the skilled wage premium at the 
aggregate level. 29 

 
 
4. Concluding Remarks 
 
This paper examined the effect of trade liberalization or globalization, 

more broadly, on plants’ growth as well as on “bi-polarization”. To do 
so, we reviewed the possible theoretical mechanisms put forward by 
recent heterogeneous firm trade theories, and provided available micro-
evidence from existing empirical studies on Korean manufacturing 
sector. Above all, the empirical evidence provided in this paper strongly 
suggests that globalization promoted growth of Korean manufacturing 
plants. Specifically, evidence suggests that exporting not only increases 
within-plant productivity but also promotes introduction of new 
products and dropping of old products. However, the empirical evidence 
also suggest that globalization has some downsides: widening productivity 
differences across plants and rising wage inequality between skilled and 
unskilled workers. Specifically, trade liberalization widens the initial 
productivity differences among plants through learning from export 
market participation as well as through interactions between exporting 
and R&D, both of which increase plants’ productivity. We also show 
that there is only a small group of large and productive “superstar” 
plants engaged in both R&D and exporting activity, which can fully 
utilize the potential benefits from globalization. Finally, we also show 
evidence that trade liberalization interacts with innovation to increase 
the skilled-unskilled wage inequality. 

This paper has the following policy implications, for example. First 
and foremost, further liberalization of trade and reduction in various 
trade costs are essential for Korea’s sustained growth. Productivity 

                                                      
29 For a more in-depth examination of the effect of tariff reductions on wage skill 

inequality, see Choi and Hahn (2012). 
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growth, R&D, and introduction of new products, which are all critical 
processes of economic growth, are shown to be promoted by global 
market participation. Second, however, trade liberalization should be 
pursued not in isolation but as part of a more broad growth strategy 
which at least includes innovation policy, competition policy, labor 
market policy, welfare and income redistribution policies, for example, 
as its key components. Establishing an effective policy governance 
scheme for such a strategy is likely to be an important issue. Third, 
supporting globalization of SMEs, although it should be subject to a 
strict discipline, is likely to be a policy which is likely to yield a large 
social return. Various market imperfections are likely to exist associated 
with SMEs’ global market participation, such as lack of information on 
foreign market, credit constraints, learning from global engagement that 
are not fully appropriable, and so on. However, specific policy measures 
should be based on a more careful examination of the exact nature of the 
market failures. Further studies seem necessary. 
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Abstract 
 
It has been well documented that trade adjustment costs to workers 

due to globalization are significant and that temporary trade barriers 
have been progressively used in many countries, especially during 
periods with high unemployment rates. Consequently, temporary trade 
barriers are perceived as a feasible policy instrument for securing 
domestic jobs in the presence of increased globalization and economic 
downturns. However, no study has assessed whether such temporary 
barriers actually save domestic jobs. To overcome this deficiency, we 
evaluate the China-specific safeguard case on consumer tires petitioned by 
the United States. Contrary to claims made by the Obama administration,  
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we find that total employment and wages in the tire industry were 
unaffected by the safeguard using the ‘synthetic control’ approach 
proposed by Abadie et al. (2010). Further analysis reveals that this result 
is not surprising as we find that imports from China are completely 
diverted to other exporting countries due to the strong presence of 
multinational corporations in the world tire market, leaving the subject 
tire prices in the U.S. unchanged. 

 
“Over a thousand Americans are working today because we stopped 
a surge in Chi-nese tires, but we need to do more.” 
 
- President Barack Obama, State of the Union Address, Jan 24th, 

2012. 
 

“The tariffs didn’t have any material impact on our North American 
business.” 
 
- Keith Price, a spokesman for Goodyear Tire & Rubber Co., Wall 

Street Journal, Jan 20th, 2012. 
 
 
1. Introduction 
 
While trade barriers have reached historically low levels, a growing 

number of countries are worried about job losses as a consequence of 
the trade liberalization. The concern is well epitomized in the recent 
U.S. trade policy agenda. The Obama administration has filed trade 
dispute cases with the World Trade Organization (WTO) at a pace twice 
as fast as that of the previous administration. Moreover, the Interagency 
Trade Enforcement Center (ITEC) was set up in February 2012 to 
monitor and investigate unfair trade practices.1 During the 2012 presidential 
election, both candidates pledged to take even stronger actions to protect 
U.S. businesses and workers.2 

                                                      
1  See Rapoza (2012, January 25th) Forbes. 
2  In fact, ever-increasing imports from China were discussed as one of the greatest 
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The incentives to secure jobs by raising trade barriers are well 
explained in the literature. Political economy of trade policy theory 
explains that higher risk of unemployment makes individuals more 
protectionist, which induces them to demand more protection through 
voting union lobbying activity. The politicians who seek re-election then 
protect industries with high unemployment rates (Wallerstein 1987; 
Bradford 2006; Matschke and Sherlund 2006; Yotov 2012). In addition 
to political economy considerations, there are other models that justify 
protectionism. Costinot (2009) derives a model where the aggregate 
welfare can improve when highly unemployed industries are protected. 
Davidson et al. (2012) emphasize fairness or altruistic concern toward 
displaced workers as another incentive for protection. Bagwell and 
Staiger (2003) argue that trade policies are preferred to domestic 
redistributive policies because they beggar thy neighbor: While domestic 
policies come at the expense of domestic residents, trade policies cost 
foreigners. 

Surprisingly, however, the literature so far has ignored to check 
whether such protective trade policies can actually save domestic jobs. 
In fact, studies have only focused on the other direction, i.e., how trade 
liberalization affects employment or wages. Gaston and Trefler (1994) 
and Trefler (2004), for example, find that import competition due to 
tariff declines have negative effects on wages in the U.S. and 
employment in Canada. In recent studies, Autor et al. (2012a, b) estimate 
how much the import surge from China costs U.S. manufacturing 
employees, and find that the greater import competition causes higher 
unemployment, lower wages, less labor market participation, and 
greater chance of switching jobs and receiving government transfers. 
Roughly speaking, these costs account for one quarter of the aggregate 
decline in U.S. manufacturing employment. McLaren and Hakobyan 
(2012) also find a significant adverse eeffect of import exposure to Mexico 
on U.S. wage growth for blue-color workers after the  implementation of 
the North American Free Trade Agreement (NAFTA). 3 

                                                                                                                      
future threats to the tional security of the U.S. in the debates for the 2012 presidential 
election. 

3  Similar patterns are observed in developing countries, too. See Goldberg and Pavcnik 
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The evidence above seems to imply that re-imposing trade barriers 
would secure domestic jobs. However, most recent protection policies 
are enacted in the form of antidumping, countervailing duties, or 
safeguards, which are systematically different in their nature from the 
classical trade barriers such as Most-Favored-Nation (MFN) tariff rates 
and import quotas that have been lowered in recent decades. These 
policies, often collectively called temporary trade barriers (TTBs), are 
typically (i) contingent, (ii) temporary, and (iii) discriminatory in that 
duties are imposed for a limited time to a small set of products from 
particular countries. 4 Due to their characteristics, there are at least two 
channels that may divert trade ows and weaken the impact of a TTB on 
domestic markets. First, the temporary feature of TTBs can allow 
targeted exporting firms to shift their sales to before or after the tariff 
intervention period. Second, perhaps more importantly, the discriminatory 
feature can divert the import of subject products from the targeted 
country to other exporters. Thus, whether – and the degree to which – a 
TTB can secure domestic jobs remains an unanswered empirical 
question.   

Despite the lack of empirical evidence, many WTO member 
countries have already been opting for TTBs, especially in domestic 
recession phases with high unemployment rates. Knetter and Prusa 
(2003) link antidumping filings with domestic real GDP growth to find 
their counter-cyclical relationship during 1980-1998 in the U.S., 
Canada, Australia, and the European Union. Irwin (2005) extends a 
similar analysis to the period covering 1947-2002 in the U.S. case, and 
finds that the unemployment rate is an important determinant of 
antidumping investigations. More recently, two companion studies by 
Bown and Crowley (2012, forthcoming) investigate thirteen emerging 
and five industrialized economies, respectively, and report evidence that 
a high unemployment rate is associated with more TTB incidents. 

                                                                                                                      
(2005) for Columbia, Menezes-Filho and Muendler (2011) and Kovak (2012) for 
Brazil, Topalova (2010) for India. 

4   An exception to discriminatory feature is Global safeguard measure, since it is 
imposed to all countries. 
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This paper aims to fill the deficiency in the literature by evaluating a 
special safeguard case on Chinese tires (China Tire Safeguard or CTS, 
henceforth) that has received a great deal of public attention among 
recent TTB cases.5 Under section 421 China-speciffc safeguard, the U.S. 
imposed higher tariffs on certain Chinese passenger vehicle and light-
truck tires for three years from the fourth quarter of 2009 to the third 
quarter of 2012. The safeguard duties were 35% ad valorem in the first 
year, 30% in the second, and 25% in the third on top of the MFN duty 
rates. 6  The case has triggered not only Chinese retaliation on U.S. 
poultry and automotive parts, but also a serious controversy on its 
effectiveness for the U.S. tire industry. 7 Even in lieu of such 
controversy, the CTS has been cited as a paragon of successful trade 
policy for job security during the 2012 presidential campaign by both 
candidates. 

The CTS provides a uniquely advantageous setting for answering the 
question of this paper. While the CTS is representative in that it bears all 
three TTB characteristics described above, one important distinction of 
the CTS is that the safeguard duties are exogenously determined. In 
antidumping cases, which are the most pervasive form of TTB, duties 
are endogenously determined to offset the dumping margin. Even after 
the duties are in place, they are recalculated over time to adjust the 
dumping behavior changes of exporting firms.8 These endogenous tariff 
changes complicate the evaluation of a tariff imposition effect. 
Secondly, the change in the total import of subject Chinese tires before 
and after the safeguard initiation is considerably large in both levels and 
growth rates. 9  If TTBs have labor market outcomes, this dramatic 
change should allow us to observe it. Third, contrary to most trade 
                                                      
5  Prusa (2011, p.55) describes the China Tire Safeguard as “one of the most widely 

publicized temporary trade barriers during 2005–9, garnering signi_cant press 
attention both in the USA and in China.” 

6  MFN duty rates are 4% for radial (or radial-ply) tires and 3.4% for other type (bias-
ply) of tires. 

7  See also Bussey (2012, January 20th) in Wall Street Journal. 
8  This recalculation process is also called administrative review process. Many studies 

investigate the impli-cation of the review process on exporting firm’s pricing behavior. 
See, for example, Blonigen and Haynes (2002) and Blonigen and Park (2004). 

9  Detail statistics are provided in Section 3. 
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disputes for which producers settle a claim, the petition for the CTS was 
filed by the union representing employees. This implies that the petition is 
indeed intended for employees’ benefits and thus labor market effects.10 

Estimating the impact of the China Tire Safeguard brings some 
challenges that need to be addressed. Above all, estimates may be 
confounded by macroeconomic trends. Since the U.S. economy has 
been in recovery after the great recession of 2008-09, one may capture a 
spurious labor market effects that would have occurred even without 
tariff changes. A typical identification strategy in this case is to compare 
the tire industry with similar industries who have not experienced tariff 
changes. However, there is no clear criterion for choosing appropriate 
control industries in our case. To circumvent this problem, we exploit 
the synthetic control method (SCM) designed by Abadie and 
Gardeazabal (2003) and Abadie et al. (2010). The core strategy of the 
SCM is to construct a “synthetic” industry by optimally weighting a 
group of potential controls so that its outcome resembles the outcome of 
the tire industry as close as possible during the pre-treatment period. 
Hence, the synthetic industry will most likely mimic the tire industry for 
the post-treatment period as well, had not the safeguard measures been 
imposed. 

The SCM estimates provide a striking result. Contrary to the Obama 
administration’s claim that the safeguard measures had a positive effect 
on the labor market (see quote above), we find that total employment 
and wages in the tire industry show no different time trends from those 
in the synthetic industries. Our result is supported by another finding 
that the substantial drop in Chinese tire imports is completely offset by 
the increase in imports from other countries. This complete import 
diversion leaves little room for domestic producers to change output or 
price of subject tires, which in turn induces no change in the labor 
market. Thus, our study highlights that the discriminatory feature of 
TTB plays a crucial role for the negligible labor market effect. To our 
best knowledge, there is no study that investigates the effect of a TTB 
on domestic labor market outcomes. Some papers have looked at the 

                                                      
10 Prusa (2011) argues that the last two features are the main reasons of receiving 

unusual public attention. 
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exporting firms’ strategic responses to a TTB through price adjustments 
(Blonigen and Haynes 2002; Blonigen and Park 2004), quantity controls 
(Staiger and Wolak 1992), or tariff-jumping investment (Blonigen 2002; 
Belderbos et al. 2004). These firm behaviors alter the aggregate trade 
patterns, and these changes in trade patterns have been analyzed in the 
literature (Prusa 1997; Brenton 2001; Bown and Crowley 2007). Other 
studies have turned their attention to TTB effects on domestic firms, 
with particular interests in output (Staiger and Wolak 1994), markup 
(Konings and Vandenbussche 2005), profit (Kitano and Ohashi 2009), 
and productivity (Konings and Vandenbussche 2008; Pierce 2011). 11 
Although these studies may have some implications for labor market 
outcomes, they are insufficient to draw definite conclusions on 
employment and wage effects. 

We begin our study with an overview of the China safeguard and the 
U.S. tire industry in section 2. Section 3 describes data and time trends 
of Chinese tire imports and employment. Section 4 provides the 
empirical model and discusses the results, and section 5 explores a 
potential mechanism that has driven our results. Section 6 concludes 
with policy implications and the direction of future researches. 

 
 
2. Overview of China Safeguard and the U.S. Tire Industry 
 
The U.S. Trade Act of 1974 describes conditions under which tariffs 

can be applied and which groups can file a petition. In response, the 
International Trade Commission (USITC) makes a recommendation to 
the president. The president then makes a decision whether to approve 
or veto the tariff. Two sections (Section 201 and 421) of the Trade Act 
of 1974 deal with the use of safeguard tariffs. Under Section 201 
(Global Safeguard), USITC determines whether rising imports have 
been a substantial cause of “serious” injury, or threat thereof, to a U.S. 
industry. On the other hand, Section 421 (China-specific Safeguard or 
China Safeguard) applies only to China. China Safeguard was added by 

                                                      
11 These studies mostly deal only with antidumping cases. Blonigen and Prusa (2003) 

provide a comprehensive survey on the literature of antidumping. 
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the U.S. as a condition to China’s joining the WTO in 2001 and is due 
to expire in 2013. Under Section 421, the USITC determines whether 
rising imports from China cause or threaten to cause a significant 
“material” injury to the domestic industry. During 2002 to 2009, seven 
China Safeguard cases had been filed, of which two were denied by the 
USITC and five were approved. Of these five approved cases, the 
president ruled in favor of only one, which is the tire case. 

There are a number of noteworthy differences regarding Global 
Safeguard vs. China Safeguard. First, the term “serious” vs. “material” 
implies a significant difference. Simply put, China Safeguard can be 
applied under weaker conditions than Global Safeguard. For China 
Safeguard to be applied, rising imports do not have to be the most 
important cause of injury to the domestic industry, while this has to be 
the case for Global Safeguard. That is, the imports from China need not 
be equal to or greater than any other cause. Second, China Safeguard is 
discriminatory and allows MFN treatment to be violated. 12 

The U.S. tire industry has several characteristics to be considered for 
our analysis. First, tire production is dominated by a few large 
multinational corporations (MNCs) in both the U.S. and the world. As 
of 2008, ten firms produce the subject tires in the U.S., and eight of 
them are MNCs.13 Production of the subject tires are so concentrated 
that five major MNCs (Bridgestone, Continental, Cooper, Goodyear, 
and Michelin) control about 95% of domestic production and 60% of 
worldwide production.14 Except Continental, Seven MNCs of the ten 
domestic producers also have manufacturing facilities in China. Second, 

                                                      
12 There are three other primary areas under the WTO in which exceptions to MFN-

treatment for import restrictions are broadly permissible: (1) raising discriminatory 
trade barriers against unfairly traded goods un-der antidumping or countervailing 
duty laws; (2) lowering trade barriers in a discriminatory manner under a reciprocal 
preferential trade agreement; and (3) lowering trade barriers in a discriminatory 
manner to develop-ing countries unilaterally, for example, under the Generalized 
System of Preferences (GSP). For an additional discussion of the China safeguard, 
see Messerlin (2004) and Bown (2010). 

13 The ten U.S. subject tire producers are Bridgestone, Continental, Cooper, Denman, 
Goodyear, Michelin, Pirelli, Specialty Tires, Toyo, and Yokohama. Eight firms 
except Denman and Specialty Tires are MNCs 

14 Data source: Modern tire dealer(http://www.moderntiredealer.com/stats/default.aspx). 
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the subject tires are known to feature three distinct classes, agship (high 
quality), secondary (medium quality), and mass market (low quality). 
The domestic producers have largely shifted their focus to higher-value 
tires since 1990s, leaving mass market tire productions to overseas 
manufacturers. 

These characteristics explain why the petition was not welcomed by 
the U.S. tire producers. The temporary tariff protection may actually 
hurt the MNCs’ global production strategies. Moreover, the CTS would 
not have any positive inuence to their domestic facilities that mainly 
produce high and medium quality tires, given that those tires are not 
well substitutable for low quality Chinese tires.15 

 

 

3. Data and Descriptive Statistics 
 
Our data on quarterly imports from 1998Q1 to 2012Q1 are taken 

from the U.S. International Trade Commission. Import data are 
available up to Harmonized System (HS) 10-digit, and each 10-digit 
code is defined as a “product”. Import value is measured by customs 
value that is exclusive of U.S. import duties, freight, insurance, and 
other charges. We also define each “industry” as the 5-digit industry in 
the North American Industry Classification System (NAICS). According to 
the definition, the tire industry is 32621, “Tire Manufacturing”, which 
comprises establishments primarily engaged in manufacturing tires and 
inner tubes from natural and synthetic rubber and retreading or 
rebuilding tires. This corresponds to 57 tire-related products in the HS 
10-digit level (with heading 4011, 4012, and 4013) among which 10 tire 
products are subject to the safeguard measures. 

Data on employment and wages in U.S. tire industry covering the 
same time period are from the Bureau of Labor Statistics Quarterly 
Census of Employment and Wages (QCEW). 16 In fact, Bureau of Labor 
                                                      
15 Because of these characteristics of the U.S. tire industry, Prusa (2009) predicted that 

the effect of the CTS would be negligible. 
16  While wages are reported on a quarterly basis, employment data are produced 

monthly. We construct quarterly employment data by simply averaging of the 
monthly data. 
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Statistics provides two different industry-level employment databases, 
the QCEW and the Current Employment Statistics (CES). We use the 
QCEW in this paper, because it has total employment and wages 
statistics for all 5-digit industries, while the CES contains only part of 
them.17 For industry-level characteristics as predictors of employment 
and wages, we use data taken from the Annual Survey of Manufactures 
in 2008. 

 
▌ Figure 1 ▌  Trends of Subject Tire Imports and the U.S. Tire Industry Employment  

During 1998Q1-2012Q1 

 
 
Figure 1 plots time trends of the aggregate import value of the ten 

tire products subject to the CTS as well as total employment in the U.S. 
tire industry from 1998Q1 to 2012Q1. The import of Chinese tires starts 
to surge in 2001, just before China's accession to the WTO. It continues 
to grow dramatically until the activation of the CTS, except for a slight 
                                                      
17  Both databases have employment data in the tire industry. We checked the 

discrepancy between the two data, but there was no systematic or significant 
difference. 
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drop in early 2009 due to the global financial crisis.18 Specifically, the 
import increases by 300 times during ten years from $5.2 million dollars 
in 1999 to $1.56 billion dollars in 2008. In terms of relative size, China 
alone accounts for a quarter of the U.S. total import of subject tires in 
2008, with tire imports from the rest of the world (ROW) at $4.80 
billion dollars in the same year. The value also amounts to 9.2% of 
gross value added of the U.S. tire industry in 2008, which stood at 
$16.98 billion dollars. 

The punitive tariffs substantially discourage the rising trend, 
reducing total imports from China by 62% between 2009Q3 to 2009Q4. 
A sharp rise between Q2 and Q3 followed by the sharp decline between 
Q3 and Q4 indicates that some importers in the U.S. bought the subject 
Chinese tires in advance of the CTS to avoid the higher expected price 
after 2009Q3. After 2009Q4, tire imports from China are relatively at, 
albeit at a much lower level compared to pre-CTS levels. 

Interestingly, the trend of employment in the U.S. tire industry stands 
in sharp contrast to the trend of Chinese tire imports. It starts to fall 
when the Chinese tire imports start to rise in 2001. In particular, the 
decline of employment in 2002Q1 coincides with China’s WTO 
accession. Another falloff in 2006Q4 is caused by the strike in the U.S. 
tire industry and is not relevant to the Chinese tire imports. In terms of 
growth, employment in the U.S. tire industry falls by 30.5% from 
2002Q1 to 2009Q3. 19 

The activation of the CTS seems to not only stop further decline in 
employment (with some lags) but also prompt a slight recovery 
thereafter. As the Obama administration claims, total employment 
increases from 52,388 in 2009Q3 to 53,912 in 2011Q4, an increase of 
more than fifteen hundred workers. However, the employment trend 

                                                      
18 As Staiger and Wolak (1994) finds, subject tire imports may also fall because of the 

safeguard investigation started from April in 2009. 
19 Note that, however, there are many other industries that suffered from more severe 

employment losses than the tire industry over the same period. For example, we 
compare the employment growth rates of ten 5-digit ndustries under NAICS 326 
Plastics and Rubber Products Manufacturing industry in Table 2. The table shows 
that three out of ten industries have lower employment growth rates than the tire 
industry has. 
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around 2009 is obviously confounded by the economic recovery from 
the global financial crisis, and thus the time-series data alone do not 
allow us to identify the safeguard effect on employment in the U.S. tire 
industry. 

 
 
4. Empirical Method and Results 
 
4.1. Empirical Method 
 
A major challenge in evaluating the impact of safeguard measures on 

the U.S. tire industry concerns the issue of how to isolate the ‘true’ 
policy impact from other factors such as macroeconomic trends. A 
typical identification strategy in this case is the Difference-In-
Differences (DID) design. In a conventional DID model, the treatment 
(tire) industry is compared with some control industries that have not 
experienced any policy change under the assumption that the treatment 
industry would have followed the same trend as control industries had 
the policy not changed. Therefore, the DID model requires a proper 
selection of a control group to satisfy the common trend assumption. 

However, in our case study, there is no clear criterion which 
industries should be chosen as the control group. One naive solution 
would be, for example, to choose all other industries with the same 
NAICS 3-digit code (i.e., 326 Plastics and Rubber Product Manufacturing) 
since they are classified within the same 3-digit code based on the 
similarity of industry characteristics. Another possible control group 
may consist of upstream or downstream industries such as rubber 
(upstream) or automobile (downstream). However, neither of these 
methods are convincing to satisfy the common trend assumption. 

Even if we have appropriate control industries at hand, another 
problem in the conventional DID method occurs if the number of 
controls are small. As Bertrand et al. (2004) show in their Monte Carlo 
study of a placebo law effect, small number of units generally leads to 
an over-rejection of the null hypotheses of zero effect. According to 
Bertrand et al. (2004) we need about 40 to 50 control industries (with 
one treatment industry) in order to avoid the over-rejection problem. 
However, it is hard to find that many control industries in our case. 
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The Synthetic Control Method (SCM), designed by Abadie and 
Gardeazabal (2003) and Abadie et al. (2010), is appealing to deal with 
the present problems. They provide a method to generate a synthetic 
industry as the optimally weighted average over the outcomes of 
potential control industries such that the average provides the best fit 
with the treatment industry’s outcome for the pre-treatment period. In 
other words, SCM chooses the best combination of any given (multiple) 
control industries in the pre-treatment period to generate the missing 
counterfactuals of the treatment industry in the post-treatment period, 
and thereby increases the likelihood of satisfying the common trend 
assumption. Thus, SCM is less demanding when it comes to choosing 
the “perfect” set of control industries. To explain the method in our 
context, an outcome  (employment or wages) in industry , for  1, …, , is determined as 

 
                                            (1) 

 
where  is a vector of unobserved common factors,  is the associated 
vector of industry-specific slopes,  is the time fixed effect, and  is a 
vector of observed time-invariant industry characteristics. The treatment 
assignment, , is one if industry  is treated at time 2009Q4, and 
zero otherwise. The equation (1) generalizes the conventional DID 
model by allowing interactive fixed effects ( ): industry-level 
unobserved characteristics are allowed to be time-varying. 20  It also 
allows time-varying heterogeneous treatment effects ( ). Clearly, such 
generalizations provide more candidates for control industries. 

Without loss of generality, let the tire industry be industry 1 among 
observable industries. For all 1 control industries, a vector of  
weight, , , … , , is assigned such that 

 

                                                      
20 If  is constant for all , the equation (1) reduces to the conventional DID model. 

, 2009 3 and (2) 
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The equation (2) implies that we can obtain the exact solution, , only 
if ,  belongs to the convex hull of , , … , , . If it is not the case, the optimal weight is set to  
minimize the differences between variables in the left- and righthand 
sides in equation (2), but the fit may be poor. On the other hand, even if 
we were to obtain the exact solution, it may be compromised by 
interpolation bias if the control industries are too different from each 
others in terms of their characteristics or outcomes. Thus, while 
equation (2) provides a more relaxed criterion for the selection of 
potential control industries, we still need to select ones that are similar 
to the tire industry in their characteristics and outcomes. That said, we 
choose all NAICS 5-digit industries, other than the tire industry, that 
share the same 3-digit code (326) as our potential control industries. 
This selection gives us nine control industries. 

Note that the optimal weight is obtained for the whole pre-treatment 
period. Abadie et al. (2010) show that, for a sufficiently long pre- 
treatment period, the outcome of the synthetic industry, ∑ ,  
provides an unbiased estimator of the counterfactual  for all t.21  
Therefore, the estimated treatment effect on the tire industry is obtained by 

 
Finally, we include the total value of domestic shipments, total cost 

of materials, total inventories at the end of year, employer’s cost for 
health insurance, and the ratio of production worker to total employment 
as time-invariant pre-treatment characteristics that may predict 
employment and wage patterns in the post-treatment period. These 
industry characteristics are all in 2008 values. In our baseline analysis, 
all outcome variables and industry characteristics are log-transformed 
with exception of the ratio of production worker to total employment. 
The sample period in the baseline analysis ranges from 2002Q1 right 

                                                      
21 For more detail descriptions on estimation procedure and proofs, see Abadie et al. 

(2010). 

̂ , 2009 4. (3) 
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after China joined the WTO to 2012Q1. Given the sample period, four 
lagged values of employment and wages (2002Q3; 2004Q4; 2007Q3, 
and 2009Q2) are also included as predictors. 

 
4.2. Estimation Results 
 
After the synthetic industries for employment and wages are 

constructed, their characteristics are compared to those of the tire 
industry as well as those of simple averages of the nine control 
industries in Table 1. All numbers indicate that the two synthetic 
industries are closer to the tire industry than the averages of nine 
controls in terms of all industry characteristics and lagged outcomes. In 
a conventional DID method, the simple average of nine controls would 
be used as the counterfactual tire industry in the absence of the 
safeguard activation, but as its characteristics differ away from those of 
the tire industry, the common trend assumption is likely to be violated. 
In this sense, two synthetic industries are better candidates for the 
counterfactual tire industry. 

 
▌ Table 1 ▌  Predictors of Employment and Wages 

Notes : aThe average of all potential control industries. 
Shipments, material cost, inventory, health insurance (all in thousand dollars), and production worker 
ratio are 2008 values.  is (log of) employment for the first three columns and wages for the last three. 

 

Variables 
log(employment) log(wage) 

Tire Synthetic Averageaa Tire Synthetic Averageaa 
log(shipments) 

log(material cost) 
log(inventory) 

log(health insurance)
production worker ratio

log , Q  
log , Q  
log , Q  
log , Q  

7.966
8.399
5.914
4.739
0.812
4.321
4.237
4.092
3.993

7.915 
8.454 
6.090 
4.351 
0.783 
4.276 
4.227 
4.125 
3.946 

7.486 
8.075 
5.792 
3.932 
0.777 
3.976 
3.950 
3.922 
3.739 

7.966
8.399
5.914
4.739
0.812
13.716
13.788
13.623
13.525

7.869 
8.512 
6.212 
4.512 
0.761 
13.678 
13.774 
13.629 
13.421 

7.486 
8.075 
5.792 
3.932 
0.777 
13.074 
13.205 
13.156 
12.989 
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Table 2 lists nine control industries under 326 Plastics and Rubber 
Products Manufacturing and shows how the two synthetic industries are 
constructed from these nine industries. Since employment and wages do 
not exhibit the same time trend, we expect the optimal weights for each 
synthetic industry to differ, which turns out to be true. This again supports 
the superiority of the synthetic industry approach over the equally 
weighted average of nine controls for both employment and wages. 
 

▌ Table 2 ▌  5-digit Industries under NAICS 326 Plastics and Rubber Products  
Manufacturing 

Notes : a Growth rate is calculated as the % change from 2002Q1 to 2009Q3. 
 
Figure 2 compares the trends of employment and wages in the U.S. 

tire industry with those of the synthetic industries. In general, the 
synthetic industries mimic employment and wage trends of the tire 
industry quite well in the pre-treatment period. An exception is around 
2006Q4 due to the strike in the U.S. tire industry. The Root Mean 
Squared Prediction Error (RMSPE) shown at the bottom of each figure 
measures the sum of discrepancies of all predictors (listed in Table 1) 
between tire and synthetic industry for the pre-treatment period. It will 
be used later as a criterion for whether a synthetic industry is 
constructed well enough to mimic the treatment industry. 

NAICS Industry Name 
Employment  Wages 

Weight Growtha Weight Growtha 

Treatment Industry 
32621 Tire Manufacturing (Mfg) n/a -0.305 n/a -0.230 

Potential Control Industries 

32611 
32612 

 
32613 
32614 
32615 

 
32616 
32619 
32622 
32629 

Unsupported Plastics Film, Sheet, & Bag Mfg 
Plastics Pipe, Pipe Fitting, & Unsupported 
Profile Shape Mfg 
Laminated Plastics Plate, Sheet, & Shape Mfg
Polystyrene Foam Product Manufacturing 
Urethane & Other Foam Product (except 
Polystyrene) Mfg 
Plastics Bottle Mfg 
Other Plastics Product Mfg 
Rubber and Plastics Hoses and Belting Mfg 
Other Rubber Product Mfg 

0.308
0 
 
0 
0 
0 
 

0.183
0 
0 

0.509

-0.104
-0.236

 
-0.328
-0.067
-0.098

 
-0.113
-0.320
-0.228
-0.424

0 
0 
 

0.231
0 
0 
 

0 .095
0.376
0.005
0.292

0.047 
-0.059 

 
-0.274 
-0.063 
-0.084 

 
0.087 
-0.179 
-0.079 
-0.352 
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▌ Figure 2 ▌  Trends in the U.S. Tire vs. Synthetic Industry during 2002Q1-2012Q1 

(a) Total Employment 

 
 

(b) Total Wage 
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▌ Figure 3 ▌  Placebo Tests for the CTS Effect on Labor Market Outcomes 

(a) Total Employment 

 
 

(b) Total Wage 
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▌ Figure 4 ▌  Trend in the U.S. Tire Import during 2002Q1-2011Q4 

 
 

Figure 2 shows the main result. For the post-treatment period, we see 
no significant differences between the U.S. tire industry and the synthetic 
for both employment and wages. To infer the significance of the 
treatment effects formally, the SCM suggests a set of placebo tests. A 
placebo test can be performed by choosing one of the control industries 
as the treated industry and the other eight industries as untreated 
industries. Specifically, we drop the tire industry from the sample, and 
treat industry 2 as the treatment industry. Then, we follow the same 
SCM procedure described above to obtain estimates of  ̂  for 2009Q4 using the rest of industries 3 through 10 as control industries. 
This procedure is repeated for 3, … ,10. Since all control industries 
are not protected during the sample period, their treatment effects, ̂  for 2, …, 10 are expected to be zero. Hence, if the tire industry 
was affected by the safeguard measures, we should be able to observe 
significantly different ̂ ’s from all other ̂ ’s. 

The results of two sets of placebo tests for employment and wages 
are displayed in Figure 3. Although nine placebo tests are conducted for 
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employment and wages, respectively, we do not show the estimated 
treatment effects for industry 32613 and 32619 in the figure, because 
those two industries have poor synthetic industries with high RMSPEs. 22 
The vertical axis shows the estimated treatment effects of the tire and 
seven placebo industries over the sample period. All of them are close to 
zero whether they are before or after the activation of CTS, with 
exception of 2006Q4 in the case of the tire industry. In particular, the 
treatment effects in the tire industry after the CTS are well bounded by 
other placebo treatment effects. This confirms that neither employment 
nor wages in the tire industry are significantly affected by the safeguard 
measures. 

We have conducted a couple of robustness checks for our findings. 
First of all, the results do not change when we drop the period of the tire 
industry strike (i.e., 2006Q4) from our sample period. Secondly, we 
extend our control group to include other auto parts producing 
industries. Formally, we include all 5-digit industries under NAICS 336 
Transportation Equipment Manufacturing. This provides us eleven 
additional control industries including Automobile and Light Duty 
Motor Vehicle Manufacturing (33611), Motor Vehicle Body and Trailer 
Manufacturing (33621), and Motor Vehicle Electrical and Electronic 
Equipment Manufacturing (33632). However, the optimal weights are 
almost same as when only nine NAICS 326 industries are used, and the 
results do not change. Finally, our findings still hold when employment 
and wages are measured in levels instead of log transforms. 23 

 
 
5.  Potential Mechanism 
 
Our evidence regarding the CTS raises the question of why there is 

no effect. In this section, we provide a potential mechanism through 
which the CTS had only a negligible impact on employment and wages 
in the U.S. tire industry. Specifically, we focus on the discriminatory 

                                                      
22  We exclude placebo treatment industries with RMSPE greater than 0.1 for both 

employment and wages. 
23 We do not report results for the robustness checks to keep focusing on the main 

results. The results are available upon request. 
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nature of TTB as the key driving factor: Since the punitive tariff is 
imposed on a certain set of products made in only one or few countries, 
imports may be diverted to other non-tariffed countries who produce the 
same products. As Prusa (1997) argues, if this import diversion is 
complete in the sense that the import decline from the target countries is 
offset by the import increase from non-target countries, the price effect 
will be small and domestic producers have little room for changing 
output. Konings and Vandenbussche (2005) empirically support this 
argument by showing that domestic firms do not change their mark-up 
when they experience a strong import diversion after their industry is 
protected by antidumping action. 

Given no change in both output and price, no change in labor market 
outcomes naturally follows. In our case, we indeed find a complete 
import diversion in terms of import value as well as volume (i.e., 
quantity). We also find that there is no change in the domestic producer 
price indices of subject tires, although the safeguard measures are 
mostly passed through. Obviously, however, not every TTB would 
produce the complete diversion as in our case, and we need to 
understand what determines the degree to which import is diverted. 
Although answering this question is beyond the scope of our study, we 
provide some theoretical and anecdotal evidence that MNCs play an 
important role for the complete diversion at the end of this section. 

 
5.1. Trade Diversion 
 
To formally assess how the total imports of subject tires from China 

and the RoW change before and after the CTS, we exploit another 
variant of a standard DID design. In a DID design for the tariff effect on 
subject tire imports, a natural control group would comprise the other 47 
tire-related products not subject to a tariff change. However, some of 
them are either not imported for many years or highly volatile in their 
import volumes. After dropping those products out of the control group, 
we have 34 control units.24 We also confine our sample period from 
                                                      
24 As emphasized in the main analysis, there is no clear criterion for selecting control 

unit. Our finding in this section is robust anyway even when we include these 
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2007Q2 to 2012Q1 so that ten quarters before and after the treatment 
can be compared, though extending the sample period does not change 
our results qualitatively. 

One concern is that the common trend assumption is not convincing 
even after dropping bad control units. The reason is that subject tire 
imports were more rapidly increasing than the control tire imports both 
in level and percentage change terms, and the safeguard measures are 
selectively applied to some tire products based on the import growth 
rates. To deal with this selection bias, we employ a random growth 
model that allows product-specific growth rates to be correlated with the 
treatment assignment, , which is one if product  is treated at time 2009Q4, and zero otherwise. In this model, the treatment effect, , 
is assumed heterogeneous across products but constant over time. Let 
the import value (or volume) of product  at time  (from either China or 
RoW), , be given by 

 
                                               (4) 

 
where  and  are product and time fixed effects, respectively,  
captures the productspecific (linear) growth rate, and  is the 
idiosyncratic shock with zero mean. As is typical for empirical trade 
models of this type, we transform equation (4) into log-linear form. The 
fixed effect (FE) estimator, then, identifies the average treatment effect 
(ATE) on the treated,  (see Wooldridge 2005). However, 
Santos Silva and Tenreyro (2006) argue that the log-linear transformation 
may cause a bias due to heteroskedasticity or zero trade values, and suggest a 
Poisson pseudo-maximum likelihood (PPML) estimator with the 
dependent variable in levels. Hence, we use both estimation strategies. 

Estimation results are provided in the first four columns in Table 3. 
Note that the magni-tudes of the estimated effects are mostly similar 
between FE and PPML estimations, except when quantity is used as the 
dependent variable in Panel A. This implies that we do not have to be 
concerned with heteroskedasticity and zero trade values in our case.  
                                                                                                                      

volatile products in the control group. Also, given 44 tire-related products, clustering 
standard errors at the product level is reasonably safe to avoid the over-rejection 
problem as discussed in Bertrand et al. (2004) and Angrist and Pischke (2008). 
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▌ Table 3 ▌  Impact of the U.S. Tariffs on Tire Import Flows 

Notes : The sample includes 44 products with 20 quarter periods. All specifications include product-specific fixed 
effect and linear time trend, and time dummies. Robust standard errors for coefficients are clustered at 
product level in parentheses. Calculation of percentage changes are based on Kennedy (1981). 
**significant at 1%; *significant 5%. 

 

Panel A shows the ATE on the subject Chinese tire imports, i.e., the 
trade destruction effect. 25  Trade destruction is both statistically and 
economically significant: The FE estimates show that safeguard 
measures reduced subject tire imports from China by around 63% more 
than non-subject Chinese tire product imports both in terms of total 
value and quantity. 
                                                      
25 The term, trade destruction, follows Bown and Crowley (2007). 

Dep. Variable 

Import (customs)  
Value 

Quantity Unit Value 

FE PPML FE PPML FE PPML 

Panel A: Import from China ̂ 
 

 
% change 
 
Observations 

-0.983**
(0.208) 
-63.37  

 
809    

0.943 

-0.941**
(0.113)  
-61.22  

 
880    

0.973 

-0.976**
  (0.236)  

-63.35 
  

  809    
 0.930 

-0.611**
(0.210) 
-46.89

   
880    

0.943

-0.007  
 (0.144) 
-1.709  

 
809    

 0.909 

0.006 
 (0.214) 

 1.70 
 

  809 
0.720 

Panel B: Import from RoW ̂ 
2 

 
% change 
 
Observations 

0.307* 
(0.145) 
34.51  

 
880    

0.963 

0.256** 
 (0.073) 
28.82   

 
880    

0.993 

0.347* 
 (0.168) 
 39.43  

 
 880   
0.970 

0.336**
  (0.095)
 39.26  

  
880     

 0.981

-0.046 
   (0.104)

-5.05  
 

  880  
 0.937  

-0.032 
(0.151) 
-4.28 

 
880 

0.804 

Panel C: Total Import ̂ 
2 

 
% change 
 
Observations 

-0.044 
(0.166) 
-5.60  

 
880    

0.966 

-0.014  
  (0.068)
 -1.57 

  
880  

0.991  

-0.099  
 (0.183) 
-10.96  

 
880    

0.965 

0.038 
 (0.132)

 2.98  
 

880   
0.970

0.038 
(0.102) 
3.360  

 
880 

0.934 

0.094 
(0.146) 
8.710 

 
880 

0.826 
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Panel B shows trade diversion effect by estimating the ATE on the 
subject tire import from RoW. Trade diversion is also significant, with 
around a 30% increase. This increase is substantial, given that the total 
import value of subject tires from the RoW in the pre-treatment period 
are, on average, three-times that from China. To examine whether the 
trade diversion was actually complete, we estimate the ATE on the total 
U.S. import (including China) of subject tires (see Panel C). Statistically 
and economically insignificant estimates in Panel C imply that the total 
U.S. tire imports, whether they are measured by value or volume, are 
not affected by the CTS. Thus, we find that trade destruction is 
completely offset by trade diversion. 

 
5.2. Price Effect 
 
We first look at how import unit values from China and the RoW 

change with the tariff. The variables are available at the 10-digit HS 
level. As Trefler (2004) notes, changes in unit values within an HS 10 
digit is likely to reflect changes in prices. We use the same setup as 
equation (4) with import unit values as the dependent variable instead. 
The unit value is defined as the ratio of customs value to total quantity 
imported. Hence, it is the value prior to the import duty. The unit value 
of a tire product from RoW is the weighted average of each Country’s 
product unit value with its import share being used as the weight. 

Estimation results are provided in the last two columns in Table 3. 
Panel A of the table estimates the ATE in unit values of the subject 
Chinese tire products. The estimated effect is close to zero and 
statistically insignificant for both FE and PPML estimators. This implies 
that the safeguard measures are mostly passed through which in turn is 
consistent with the notion that the import destruction effect was 
substantial. Moreover, the estimation results for the RoW case in Panel 
B are equally insignificant. These results together imply that the 
reduction in tire imports from China is completely offset by a rise in 
RoW tire imports at the pre-TTB unit price. This may suggest that we 
should not expect the domestic U.S. tire price to change as a result of 
the China safeguard. But is this really the case? 
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To confirm whether domestic prices of subject tires are affected by 
the CTS, we construct the synthetic commodity prices using U.S. 
Producer Price Index (PPI) commodity data, which measures the 
average change over time in the selling prices received by domestic 
producers for their output. The commodity-level PPIs are available 
monthly from the Bureau of Labor Statistics, from which we obtain the 
PPIs of passenger car tires and truck tires. These two commodity PPIs 
are the best available data measuring domestic prices of subject tires.26 
The construction procedure is same as before, but now the synthetic 
PPIs are constructed out of 18 potential control commodities in the 
category of Rubber and Plastic products.27 Our sample period ranges  

 
▌ Figure 5 ▌  Trends in Domestic PPIs of Subject Tires vs. Synthetic PPIs during  

2004Q1-2012Q1 

(a)  Passenger Car Tires 

 
Note : PMSPE=1.965 

                                                      
26 The match is not perfect, though, since the truck tires also include some other tires 

that are not subject to the punitive tariffs. 
27 In the category of Rubber and Plastic products, there are 31 6-digit level commodity 

PPIs, including Passenger car pneumatic tires (120104) and Truck and bus 
(including off-the-highway) pneumatic tires (120105). However, some commodity 
PPIs are not available during our sample period. We simply drop such commodities, 
which leaves only 18 control commodities. 
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(b) Truck Tires 

 
Note : PMSPE=1.604 

 
from 2004Q1 to 2012Q1. The original monthly PPI data is rescaled so 
that the PPI in December 2003 is set to 100, and then simply averaged 
to generate quarterly data. Also, we only use five lagged PPIs (2005Q1, 
2006Q3, 2007Q4, 2008Q4, 2009Q2) as our predictors for PPIs in the 
post-treatment period. 

Figure 5 compares the trend of PPIs of the U.S. made subject tires 
with those of synthetic commodities. In general, the synthetic 
commodity PPIs do not look significantly different from the passenger 
car and truck tires before and after the CTS activation. Although the PPI 
of passenger car tires does not rise as much as the synthetic commodity 
PPI after 2011Q1 as shown in Figure 5a, it is not likely to be caused by 
the safeguard measures, because the time gap is longer than five 
quarters. The results of placebo tests in Figure 6 also confirm that the 
treatment effects on PPIs are well bounded by other placebo treatment 
effects. 

 
 
 



 CHAPTER 7 _ Did China Tire Safeguard Save U.S. Workers? 273 

5.3. The Role of MNCs 
 
The potential mechanism described above implies that the labor 

market effect of a TTB would crucially depend on the degree to which 
an import diversion occurs. Although the existing literature has not 
provided a rigorous explanation for the degree of diversion, we can 
expect that factors such as the level of protection, industry structure, and 
substitutability between foreign and domestic goods would affect the 
magnitude of import diversion. In the CTS case, low substitutability 
between Chinese and domestic tires might stimulate the import 
diversion from China to other countries who produce similar quality 
tires. Also, as Konings et al. (2001) argue, high concentration of the 
subject tire market might increase the strategic rivalry which in turn 
offsets the effects of the safeguard measures.28 

In our view, however, a more crucial reason for the ‘complete’ 
diversion is that the world market for subject tire productions is 
dominated by MNCs. If there were no MNCs and the tires were 
produced by pure exporters, trade diversion would require that U.S. 
importers begin to look for new exporters from other countries and 
contract with them. Hence, there would be more frictions in replacing 
trade partners making trade diversion more costly. Even if trade partners 
are replaced, the new exporters might not be able to meet the domestic 
demand because of capacity constraints. On the other hand, MNCs who 
already have production facilities in both China and other countries can 
substantially reduce such frictions by simply reallocating tire 
productions. Donnenfeld (2003) and Ekholm et al. (2007) theoretically 
support this view. They both show that trade liberalization between two 
countries promotes an outside country to build plants inside the free 
trade area. Consequently, interbloc trade (i.e., imports from outside 
country) is completely diverted to intrabloc trade. Applying their insight 
to our context, the CTS would induce MNCs to shift productions to non-
tariffed countries. This behavior is also in line with tariff-jumping foreign 
                                                      
28 Konings et al. (2001, p. 294-5) discuss a couple of possible reasons why the import 

diversions in the European Union are generally weaker than in the U.S. The reasons 
include lower duty level, lower market concentration, higher uncertainty in decision 
making process, and more tariff-jumping FDI. 
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▌ Table 4 ▌  Top 10 Subject Tire Exporting Countries to the U.S. by Export  
Percentage Growth 

Notes : The total import volumes are calculated for ten quarters before and after the CTS activation ranging from 
2007Q2 to 2012Q1. Countries with export greater than hundred million dollars before the CTS activation 
are only listed. 

 
direct investment (FDI) suggested by Blonigen (2002), although the 
destination of FDI is not the importing country (i.e., the U.S.), but other 
exporting countries that have comparative advantage in producing low 
to medium quality tires. 

We cannot formally test this hypothesis due to the lack of adequate 
data. However, anecdotal evidence combined with U.S. import data 
corroborates our argument. Table 4 lists the top 10 subject tire exporting 
countries to the U.S. in order of export percentage growth. All of these 
countries have manufacturing facilities of the world's major tire MNCs. 
For example, Thailand, the highest ranked country in the table, has 
production facilities of large MNCs such as Bridgestone, Goodyear, 
Michelin, Sumitomo, and Yokohama. The Japanese business magazine, 
Nikkei, reports that Thailand has become a key export base for these 
MNCs after the CTS activation.29 Indonesia has the subject tire plants of 
Bridgestone, Goodyear, and Sumitomo. 
                                                      
29  Article source: http://www.thetruthaboutcars.com/2010/07/trade-war-watch-15-thai-

tires-trump-chinese/. The original article is available at  
http://www.nikkei.com/article/DGXNASDD210AG R20C10A7MM8000/ 

Country 
Export to the U.S. (million $)

Net Increase % Growth 
Before CTS After CTS 

Thailand 
Indonesia 

South Korea 
Mexico 
Taiwan 
Canada 

Germany 
Japan 

Costa Rica 
Brazil 

396.35 
426.9 

1,630.49 
660.96 
301.86 

2,853.71 
535.99 

2,227.83 
227.91 
598.09 

1,105.7 
989.59 

3,076.67 
1193.76 
502.98 

3,781.06 
680.04 

2,749.18 
279.01 
704.91 

709.35 
562.69 

1,446.18 
532.8 
201.12 
927.35 
144.05 
521.35 
51.1 

106.82 

179 
131.8 
88.7 
80.6 
66.6 
32.5 
26.9 
23.4 
22.4 
17.9 
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Particularly, Bridgestone in Indonesia has expanded its production 
capacity to meet increased demands in 2010.30 

In terms of the dollar value of the net increase, it is South Korea who 
has benefited the most. There are two major MNCs headquartered in 
South Korea (Hankook and Kumho) which also have plants in China. 
These two MNCs shifted large shares of their productions from China to 
South Korea and other countries to circumvent the safeguard measures. 
Especially, Hankook Tire Co., the biggest foreign tire producers in 
China and the world's fastest-growing tire company, clearly reports that 
“the [America] regional headquarters diversified production sources to 
circumvent the additional 35 percent safeguard tariff on Chinese-made 
tires that was imposed from the fourth quarter of 2009.” (Hankook Tire 
Annual Report 2010, p. 44). 

In the case of Taiwan, Asia Times (2011, September 10th) reports 
that Bridgestone Taiwan, which in the past did not export tires to the 
U.S., began to export one million tires to the U.S. in 2009 in response to 
the tariff. Furthermore, Cooper, headquartered in Ohio, did not start 
sourcing tires from its U.S. plants to replace the Chinese imports. 
Instead, the company switched to its partners in Taiwan and South 
Korea to supply the U.S. market. These pieces of evidence altogether 
support that the discriminatory tariff induced MNCs to switch 
productions from China to other countries. 

Finally, it is noteworthy to compare our findings to another safeguard 
protection case, the tariff on imports of heavyweight motorcycles from 
Japan between 1983 and 1987. This case is often heralded as a great 
success of safeguard protection.31 While the nature of the Japan safeguard is 
similar to the CTS in that it was temporary and distortionary as well, 
there is a major difference between them: The major motorcycle 
companies at the time were not MNCs. Had Japanese or American (i.e., 
Harley-Davidson) firms been MNCs in the 80s with plants outside the 

                                                      
30 Article source: http://www.bridgestone.com/corporate/news/2010051401.html 
31  There is some controversy on whether the safeguard protection actually saved 

Harley-Davidson, the only heavyweight motorcycles maker in the U.S. at the time, 
but the safeguard surely gave some breathing room to Harley-Davidson on the brink 
of bankruptcy. See Feenstra (2004, Chapter 7) and Kitano and Ohashi (2009). 
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U.S. and Japan, our analysis suggests that the impact would have been 
much weaker. 

 
 
6. Concluding Remarks 
 
Two branches in the trade literature independently document that 

trade adjustment costs to workers due to the globalization are significant 
and that TTBs have been progressively used across countries during 
periods of high unemployment rates. Our interpretation of these two 
phenomena is that temporary trade barriers are perceived as a feasible 
policy instrument for securing domestic jobs in the presence of 
increased globalization. Recent U.S. foreign trade policies are also in 
line with our interpretation. Particularly, during the recent presidential 
election in 2012, both candidates pledged stronger protection policies 
against China to save domestic jobs while citing the China-specific 
safeguard case on consumer tires as a successful example. This paper 
formally asks whether the CTS actually saved domestic jobs. Using the 
synthetic control method to estimate the impact of the CTS, we find that 
the U.S. tire industry experienced no gains in both employment and 
wages. 

The negligible labor market effects are not surprising as further 
analysis reveals that imports from China were completely diverted to 
other exporting countries leaving subject tire prices in the U.S. 
unchanged. We also provide a potential reason for the complete import 
diversion. Since the world tire industry is dominated by a small number 
of multinational corporations, the reallocation of production across 
countries is relatively frictionless. MNCs with production facilities in 
multiple countries can simply diversify subject tire production to non-
tariffed coun-tries who, compared to U.S. production facilities, have a 
comparative advantage in producing similar quality tires. As a 
consequence, countries such as Thailand, Indonesia, South Korea, 
Mexico, and Taiwan became the predominant beneficiaries of the 
discriminatory tariff policy, but not the U.S. Although we provide 
anecdotal evidence for the crucial role that MNCs played in making the 
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complete trade diversion possible, a more systematic analysis with 
adequate data is left for future work. 

Our study predicts that similar TTB should have little impact on 
domestic labor markets in industries where MNCs are major players. 
This prediction is particularly important given the remarkable trend in 
recent years toward the proliferation of massive networked MNCs. 
Hence, negligible TTB effect should be even more pronounced in the 
future. Accordingly, an optimal trade policy design must take the 
presence of MNCs into account. 
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CHAPTER 8 
Korea’s Income Inequality:  
The Trend and Major Issues 

 
 

by 
Kyungsoo Choi*1 

(Korea Development Institute) 
 
 
1. Summary and Major Findings  
 
Korea’s income inequality growth in the 1990s and the 2000s has 

been huge. Its market income distribution Gini coefficient jumped from 
0.254 of 1992 to 0.320 by 2009. In the same time period, disposable 
income Gini coefficient rose from 0.245 to 0.295. Taxes and transfers, 
which constitute the gap between market and disposable income, grew 
from 3% of market income to 5% of it, and cancelled about one-third of 
the inequality widening in the period. But still, it reduces market income 
Gini by just 12%, which is smaller than its redistributive effect in richer 
OECD countries, which are about one-third of total Gini index values, 
mainly contributed by tax and social contributions rather than public 
social transfers. In Korea, the gap between market and disposable 
income is not large and inequality, defined as disposable income 
inequality, is driven by market income inequality.  

Korea’s inequality widening the last two decades is not very 
exceptional among OECD countries, and other countries experienced 
similar inequality rise. What is exceptional is its timing. Korea’s 
inequality growth continued in the 2000s, but in most of richer countries 
market income inequality rose in the 1970s and the 1980s and stabilized 
since the mid-1990s. The magnitude of inequality is comparable to the
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countries that recorded the highest inequality growth. Korea’s market 
inequality rose by 28% from 1992 to 2009, and countries which 
experienced such a large increase are Italy, the U.K., and Japan. The 
U.S. and Norway experienced a rise of about 20%, and in Canada, 
Finland, Germany, Denmark, and New Zealand, the rise was about 15%. 
The duration of strong inequality rise is also similar. In most countries 
the event was about two decades long.  In richer countries the period 
during which equalizing effects of taxes and transfers have expanded is 
in the 1970s and 1980s, and coincides with the period of market 
inequality rise. Hence it is not surprising that demands for social 
policies are growing in Korea currently. 

By income deciles, Korea’s market income widening is driven by 
widening bottom gap, and median and the top moved in a parallel 
fashion. In the early 1990s, both the bottom and top market income gap 
(D5/D1 and D9/D5) was about 1.8. In 2009, bottom gap is 2.6 while the 
top gap is 1.9. Such a pattern is created by a sluggish income growth at 
the bottom, while the median and top income group quickly recovered 
from the income loss during the economic crisis and continued their 
income growth. The bottom 10% (D1) did not achieve a real income 
growth from 1995 to 2010, while median income grew by 24% and top 
10% (D9) grew by 30% during the same time period. Several richer 
OECD countries, especially those with growing financial sector, such as 
the US, the UK, Germany, Japan, Canada, Finland, Norway, and Italy 
experienced growing top income gap. 1 That is, the middle group lost 
ground and top group gained. In Korea, such a trend is not found and 
median to mean ratio of market income do not show any clear trend. 
Korea’s bottom income gap is comparable to unevenly distributed 
European countries such as the U.K., Spain, Greece, or Portugal, but 
significantly smaller than that of the U.S. Its upper income gap is 
smaller than the US, the UK, Spain, and Greece, and slightly smaller 
than that in Japan and comparable to European countries such as France 
and Germany. The effect of population aging on inequality is small, 
though it has strengthened. The difference in market income Gini 
between all individuals and excluding those in elderly households is 4%. 

                                                      
1  OECD (2008), Figure 1.3, p.30. 
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Also, consumption inequality shows much less volatility without any 
clear trend.  

Market income is the sum of labor income, business income, 
property income, and private transfers and contribution of each 
component can be identified if a simple decomposition formula of Pyatt, 
Chen, Fei (1980) is invoked. Such a decomposition allows us to infer 
which income source has driven the inequality widening. The 
decomposition result shows a disproportionate contribution of earnings 
in market income inequality widening. In fact about 80% of market 
income Gini coefficient value is contributed by earnings dispersion and 
the remaining 20% is contributed by business income, which includes 
self-employment income, and the contributions of property income and 
private transfers are very small as of 2010. Contribution of earnings has 
greatly increased in time. In 1995 earnings contributed 65% while 
business income contributed 35%. In richer economies, earnings’ 
contribution is 80% or more, self-employment income contributes about 
10% and the remaining is contribution of property income. But in the 
Korean data the share of property income is very small. The high share 
of business income is a result of Korea’s high self-employment share. 

The decomposition suggests that business income has contributed 
towards equalizing income distribution but if top income group is more 
carefully controlled, business income distribution seem to have been 
neutral in its effect on market income distribution. With the decline of 
unincorporated business and small firms, the share of business income 
in household income reduced without much effect on income inequality. 
In Korea, self-employment income is more dispersed and correlated 
with income than in richer countries, which implies that it is an 
important source of income for middle and low income groups.  

If we calculate earnings distribution Gini among those with positive 
earning, and with ranking according to earnings level, inequality in 
earnings distribution has grown once and for all in the 1990s, more 
rapidly during the years following the crisis. And if we plot earnings 
dispersion among household heads, from 2003 to 2008 the right hand 
side of the distribution moved to the right while the left hand side 
remained where it is. Earnings of the middle to high earnings group 
grew, while low earnings group remained at their real earnings level. 
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During 1990 to 1995 earnings distribution moved to the right without 
much change in its dispersion. Such changes occurred while the share of 
total earnings in national disposable income (NDI) stopped growing. 
The share of employee compensation continued to grow from the 1970s, 
but after hitting a peak in 1996 the rise became stagnant and the share is 
still below the peak level. In richer countries the share of labor peaked 
in the late 1970s and it trended down since then. Earnings dispersion has 
progressed while its relative share in income declined. In Korea, 
employee compensation as a share of NDI did not decline but did not 
increase either.  As self-employment share is large and self-employment 
income (business profits to households) declined, if self-employment 
income is counted labor’s share would have declined in Korea as well. 
Earnings dispersion and labor’s share does not have a mathematical 
necessity relationship, but if we consider the forces behind the two 
phenomena and empirical evidences the two are very likely to be linked. 
As labor’s share declines low wage earners for whom the demand is 
more elastic is likely to lose and globalization and technical progress, or 
deteriorating terms of trade, which drags labor’s share is more likely to 
hurt unskilled labor more than the skilled. In Korea, wage structure 
change has been unfavorable to less skilled young workers. In the 
2000s, there has been a strong trend of incorporation in service industry 
and the trend worked unfavorably towards the less skilled. 
Unincorporated businesses, which are small firms, lost ground and 
incorporations gained. Incorporated business workers increased by 
2,852 thousands from 2000 to 2010, while their increase was just 235 
thousand during 1993-2000, while unincorporated business which hired 
659 thousand more workers during 1993-2000, added just 255 thousand 
workers during 2000-2010. As a result of this, small firms with 1-4 
workers which accounted for more than half of total employment 
increase during 1993-2000, added just 10% of total employment during 
the 2000s. As small firms are the workplace for unskilled and low wage 
workers, such a shift implies weakening of labor demand for the 
unskilled workers. The driving force behind the accelerated 
incorporation trend is likely to be the renewed supply of capital and 
knowledge, as capital is released from policy loans and as business 
knowledge is accumulated from working experience at companies. As 
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such as long as the capital and knowledge is within the economy, the 
incorporation trend is likely to progress further. The phenomenon is also 
related to the decline of household business income. 

The share of business income in household income has dropped from 
32.2% in 1995 to 23.4% in 2010. With the decline of self-employment, 
business income distribution remained unchanged between 2003 and 
2008. That is, the self-employed experienced no growth of real income 
during the period. In the 1990s, business income shifted in a parallel 
fashion to the right even during the crisis period. During 1990-1995, the 
shift of income distribution is paralleled in earnings and business 
income. Both income moved to the right by nearly the same amount. 
But during 2003-2008, while labor income increased, business 
distribution remained unchanged. Despite the decline of small firms, the 
share of households depending on business income did not drop in the 
low income group. The decline of small firms and self-employment 
squeezed both labor and business income of low income groups.  

The share of property income is near 10% in richer economies but in 
the HIES (Household Income and Expenditure Survey) data set its share 
is tiny and less than 1%, and their contribution to income inequality is 
less than 0.5%. Form the data analysis property income cannot be 
properly addressed.  

In functional distribution of income, Korea labor income share 
became stagnant from 1996, if not fell. Shift of industrial structure did 
not have a lasting effect on labor income share. By institutional sector, 
household’s income share in NDI fell as labor income share remained 
stagnant and household business profits, which are returns from 
unincorporated business, fell. The fall meant rise of the income shares 
of non-financial corporations and financial corporations. Income flow 
shift resulted in a huge amount of asset accumulation in non-financial 
corporation sector and abroad. 

After the foreign currency crisis of 1997, the Korean economy has 
turned into a huge exporting machine. According to Hecksher-Ohlin 
model, if trade allows a country to specialize, a capital-rich country will 
specialize in the production of capital intensive goods and returns to 
labor, would gradually decline.  And empirical analysis on falling labor 
income share reveals that labor’s share can drop because of higher 
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capital-output ratios, higher real price of oil, stronger technological 
progress, and marginally greater adjustment cost of labor and lower 
bargaining powers of workers. If we admit that forces behind a declining 
labor share would raise inequality, policies that can prevent labor 
income share decline would be the policies for raising labor income 
share. 

In the longer run, maintaining a favorable terms of trade and 
preventing its deterioration should be made a policy priority. With 
globalization, raw material price rise and tighter international competition 
can deteriorate Korea’s terms of trade condition. Korea has been lucky 
in that it had relatively scarce resources of cheap and high quality labor, 
capital inflow and adaptive skilled personnel, and ICT at different stages 
of growth. In the next decades Korea’s comparative advantage should 
be knowledge and an advanced science and technology would be 
required among others.  Up to now Korea’s R&D has been narrowly 
focused on industrial technology but if the area is not extended to basic 
science and service R&D, Korea’s comparative advantage might 
disappear, deteriorating terms of trade and lowering labor’s share and 
raising inequality.  

The current trend of incorporation, despite its negative effects on the 
less skilled and income inequality is likely to be continued, as the 
resources that fuels the trend is within the economy. However, if 
restructuring in the areas that does not harm general economic 
efficiency greatly can be controlled or slowed down, that can help for 
the less skilled to adopt to a new environment.  

Labor market deregulation has some effect in reducing wages and 
raising employment. But for labor’s share to rise as a result, the positive 
impact on employment would have to be greater than the negative 
impact on wages. Blanchard and Giavazzi (2003, p.905) argue that the 
decline in labor’s share shows that the effects of ‘labor market 
regulation, at least in the sense of a decrease in the bargaining power of 
workers, must have dominated the effects of product market 
deregulation’. Labor market deregulation need to be progressed in 
tandem with product market deregulation. 
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2. Income Inequality Trend 
 
2.1. Market and Disposable Income Inequality  

 
Korea’s income inequality widening during the last two decades has 

been huge. Market income Gini coefficient rose from 0.254 in 1992 to a 
peak of 0.320 in 2009, which amounts to a rise of 26.0% in 18 years.2 
(See Figure 2.1) There was a surge in the aftermath of the 1997 crisis 
and it temporarily subsided with economic recovery. But the trend has 
been very persistent throughout. The amount of inequality growth is 
comparable to those with the highest inequality growth in OECD 
countries, with a different timing.  

Inequality widening has been shared by most of richer OECD 
countries in the late twentieth century.3 In Italy and Japan, market 
income Gini coefficient grew by about 30% from 1985 to 2005. In 

 
▌ Figure 2.1 ▌  Market and Disposable Income Gini Coefficients: 1990-2011 

 
Note : Individualized yearly income base, among members of families residing urban areas and with sizes of 

two or more members. 
Source : The Statistics Korea, KOSIS database (www.kosis.kr) 

                                                      
2 Blackburn (1989) claimed that an increase in Gini coefficient of 2 percent points (0.02) 

is equivalent to a (hypothetical) lump sum transfer of 4% of average income from all 
those below median to all those above it.(OECD, 2008, p.28) 

3 See OECD(2008), Figure 1.4, p.33 for the trend by country. 
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Norway, the growth is 22% in the same time span. In the UK and the 
US, inequality growth started earlier, and the sizes of growth are 30% 
and 22% respectively from 1975 to 2005. Other countries experienced 
less severe inequality growth. In Canada, Finland, Germany, Denmark, 
and New Zealand, market income Gini coefficient grew approximately 
15% between 1985 and 2005. France, Belgium, Netherlands, and 
Sweden experienced much milder or no inequality growth. (Figure 2.2) 

In richer OECD countries market income inequality growth was 
from the mid-1970s to the 1990s, and the growth after 1995 has been 
very mild or insignificant. But in Korea, the rise started in the 1990s and 
has been persistent in the 2000s. 

Income Gini coefficients are announced by the Statistics Korea, and 
computed from individualized yearly family incomes with an  

 
▌ Figure 2.2 ▌  Gini Coefficients of Market Income in Richer Countries: 1985-2005 

 
Source : Brandolini and Smeeding (2009), Figure 4.2, p.83 

 

60 

55 

50 

45 

40 

35 

30 

1965     1970    1975     1980     1985    1990   1995    2000    2005 

United
Kingdom

United States

Canada

Sweden

Finland

West Germany



 

290 Fiscal Sustainability and Innovative Welfare System 

equivalence scale of square-root of family size.4 The survey the statistics 
are based upon is ‘the National Household Survey’ (previously ‘the 
Household Income and Expenditure Survey’). The survey compiles 
households’ monthly income and expenditure records for a sample 
consisted of about 8,700 households as of 2010. Both urban and rural 
households are covered though sampling rates are somewhat different 
between them. The series depicted in Figure 2.1 is that for urban 
household with two or more members. For all sized families in both 
urban and rural areas, only a post-2003 series is announced and a longer 
run comparison is not feasible. Figure 2.1 and 2.2 are produced using a 
common definition of market income Gini coefficient.5 The difference 
in levels between them mostly comes from differences in coverage of 
samples among other factors.  

Disposable income takes market income and subtracts direct taxes 
(including social insurance contributions), then adds regular inter-
household cash transfers net of those made and all forms of cash and 
near-cash public income transfers including social insurance benefits, 
universal social insurance benefits, and targeted income transfer 
programs like social maintenance.6 Thus, disposable income is more 

                                                      
4  That is, family incomes are divided by the square roots of family sizes and the 

divisions are assigned equally to all family members.  
5 The Statistics Korea does not count ad hoc (or ‘irregular’) income such as celebration 

or condolence money or lump sum payments such as retirement allowance as income 
in inequality statistics in line with the recommendations of the final report of the 
Expert Group on Household Income Statistics (2001), alias the Canberra Group. 
Instead they are treated as changes in assets. The report defines market income as 
households’ total revenue from labor and investment activities and it includes all 
types of earnings gross of employees’ social insurance contributions, self-
employment income, all types of capital income including interest, rent, or dividends 
received and subtracting interest paid, plus private pensions. But the Statistics Korea 
includes irregular income in family income in household income and expenditure 
statistics.  

6  The Statistics Korea officially defines market income as a sum of labor income, 
business income, property income, and private transfers, and disposable income as 
market income plus public transfers minus public non-consumption expenditure, 
where public transfer is a sum of public pension payment, basic old-age pension, 
social insurance payment, and tax refund, and public non-consumption expenditure is 
sum of tax, pension premium, and social insurance contribution. 
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relevant as a measure of living standards, and its inequality is affected 
not only by market income inequality but also by taxes and transfers. 
Disposable income Gini coefficients in OECD countries differ from 
those of market income Gini coefficients and there are larger differences 
across countries as well. (See Figure 4.5 in Brandolini and Smeeding 
(2009), p.88.) The differences mean that equalizing effects of taxes and 
transfers have been different in magnitudes and timing across countries. 
(See Figure 4.7 in Brandolini and Smeeding (2009), p.94.) In 
comparison, for Korea, disposable income Gini coefficient trend is in 
parallel with that of market income Gini coefficient and the former is 
largely determined by the latter. To see this, I introduce a simple 
decomposition of Gini coefficients and compare equalizing effects of 
taxes and transfers in Korea and in richer OECD countries.  

A simple decomposition formula of Gini coefficient by sources of 
income by Pyatt-Chen-Fei (1980) is as follows. To minimize digression 
a very simplified version is given here and a more detailed explanation 
is deferred to the next section. Let market income y is sum of disposable 
income  and taxes and transfers . Thus, . Let  be 
grouped means of individual market incomes and denote grouped means 
of  and  with tilde upon them. Then the Gini coefficient of grouped 
market incomes G y  can be expressed as a weighted sum of the two 
concentration ratios of component incomes where the weights are shares 
of the component in total income. A concentration ratio of a variable  
with respect to t, C z/t  is a measure of concentration of the distribution 
of z when observations are ordered according to the size of t. 
Tentatively, one can consider a concentration ratio as a measure similar 
to a Gini coefficient measure.  

 G y C x /y C x /y , x /y                             (1) 
 
The decomposition in equation (1) can be calculated from the KOSIS 

database as the Statistics Korea publishes group means of market 
income and disposable income in quintile groups. The amount of taxes 
net of transfers is calculated as the difference between market and 
disposable income for each group. The result is given in Table 2.1.  
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▌ Table 2.1 ▌  Decomposition of Market and Disposable Income Inequality:  
1992, 2000, 2009 

Decomposition result Official Gini index 

Gini   C  C  Market Disposable 

1992 0.237 0.969 0.031 0.222 0.015 0.254 0.245 
2000 0.261 0.954 0.046 0.238 0.024 0.279 0.266 
2009 0.300 0.954 0.046 0.264 0.036 0.320 0.294 

Source : author’s calculation from published KOSIS database.  
 

The first column is market income Gini coefficients for years 1992, 
2000, and 2009, computed from the published quintile income group 
means. The years 1992 and 2009 are when Gini coefficients are the 
lowest and the highest, and the year 2000 is use as a mid-point. They are 
a little lower than the official Gini coefficients of 0.254, 0.279, and 
0.320 on the right hand side columns. The gap comes from differences 
in income groupings. The official figures are computed from decile 
income group means, whereas the decomposition uses quintile groups. 
As the latter uses a coarser grouping, Gini coefficients are naturally 
smaller.7  

The second and third columns ( ,  are shares of disposable 
income and taxes net of transfers in market income. Taxes net of 
transfers account for just 4.6% of total market income in 2009 and even 
less before the economic crisis. The small proportion of taxes net of 
transfers in market income explains why the equalizing effect of taxes 
and transfers is small in Korea’s inequality trend and why its disposable 
income Gini coefficient trend does not deviate from that of market 
income Gini trend. The fourth and fifth columns are contributions of 
disposable income and taxes and transfers to market income Gini 
coefficient. Contribution of disposable income inequality to market 
income inequality is 0.264 and that of taxes and transfers is 0.036 as of 
2009. The result implies that the equalizing effect of taxes and transfers 
is 12.0% (= C /G y ) as market income distribution is that much 
more unequal than disposable income distribution. In 1992, the 
                                                      
7  A coarser grouping always underestimates Gini value from a finer grouping. See Pyatt, 

Chen, Fei (1980), p. 458.  
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contributions were 0.222 and 0.015, respectively and the equalizing 
effect was 6.3%.  

In richer OECD countries, the equalizing effect of taxes and transfers 
is much stronger. In most European countries it is about one third and it 
is 23% in the US. In Taiwan the effect is measured as 9% as of 2000.8 
The major part of the equalizing effect comes from taxes and social 
contributions as they are much more unequally distributed than private 
and public transfers. According to Brandolini and Smeeding (2009, 
Table 4.2, p.90-91), all the equalizing effects come from taxes and 
social contributions distribution in the US and in Germany. (Table 2.2.) 
In Finland and Sweden, they account for approximately 80% of all 
equalizing effects, and in the UK, the share is about 70%. A higher tax 
rate and more unequal distribution of incidence of taxes than transfers 
makes greater equalizing effects in the countries than in Korea.  

The equalizing effects of taxes and transfers in income distribution 
have strengthened from the 1970s to the 1980s as market income 
inequality widened. (See Brandolini and Smeeding (2009), Figure 4.7, 
p.94.) Generally the timing of expansion of the taxes and transfers 
programs matches market income inequality widening. A typical pattern 

 
▌ Table 2.2 ▌  Reduction of Market Income Gini Coefficient by Sources  

(unit: %) 
Finland Germany Poland Sweden Taiwan UK US 

taxes and transfers -43.1 -37.1 4.0 -44.5 -7.1 -31.9 -30.7 
private transfers 0.2 -0.4 2.4 -0.6 -0.4 0.4 0.3 
public social transfers -7.7 -0.9 14.8 -7.6 1.0 -9.3 -0.1 
taxes, social contributions -35.6 -35.7 -13.2 -36.3 -7.8 -23.0 -31.0 

Note : As of 2000, except for Poland (1999) and UK (1999) based on the LIS data sets.   
Source : Author’s calculation from Brandolini & Smeeding 2009, Table 4.2, p.90~91.  

                                                      
8  Brandolini and Smeeding (2009), Figure 4.6, p.93, lists reduction in market income 

Gini index by taxes and transfers for 16 countries from their own calculation based 
upon the LIS database. The results are as follows, as of 2000 unless indicated 
otherwise: Denmark 47%, Netherlands (1999) 39%, Finland 48%, Norway 39%, 
Sweden 45%, Czech (1996) 41%, Germany 43%, Romania (1997) 27%, Switzerland 
30%, Taiwan 9%, Poland (1999) 41%, Canada 28%, Australia (2001) 34%, UK (1999) 
33%, Israel (2001) 33%, and US 23%. 
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is such that widening inequality builds up demands for equalizing 
programs, and government reacts to the public demands. In view of this, 
it is not at all surprising that social welfare grew in Korea after the 1997 
crisis. 

 
2.2.  Income Decile Ratios  
 
A comparison of the trends by income deciles gives a more detailed 

picture of inequality widening.9 The pattern can provide a useful clue to 
the causes of inequality widening. Figure 2.3 is the trend of income 
deciles ratios. In Korea, the top to middle ratio – the D9/D5 ratio – has 
been stable throughout. Growth of the top to bottom ratio – the D9/D1 
ratio – is virtually entirely contributed by the expansion of the middle to 
bottom gap (D5/D1). In Korea income distribution became more 
unequal as the gap between the poor and the middle has widened, while 
the gap between the middle to the rich remained stable. As expected, the  
 
▌ Figure 2.3 ▌  Trend of Market Income Deciles Ratios - D5/D1, D9/D5, and D9/D1:  

1990-2011 

 
Note and Source : Same as in Figure 2.1.  

 
                                                      
9  Income deciles are income levels at decile points such as 10%, … , 90% percentiles.  
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pattern in disposable income inequality is not different from that in 
market income inequality as they are not much different from each 
other. 

The main reason for widening middle to bottom income gap is 
stagnant income growth at the bottom. Table 2.3 reports monthly real 
incomes at deciles points of D1, D5, and D9 from 1990 to 2010 in five 
year intervals. The incomes are for a family with four members for an 
easier comparison with monthly wage levels. The bottom income did 
not really improve since 1995 in real terms. With an addition of net 
transfers, its disposable income remains near its 1995 level, but the large 
gain in the first half of the 1990s is not repeated afterwards. The crisis 
has hit the low income especially hard and the ‘trickle down’ effect has 
all but disappeared.  

In contrast, at the median and at the top, incomes progressed with a 
sound pace. The median income in 2000 is 2% lower than in 1995 but 
registered an impressive 18% growth in the next five years. The top 
income grew by 21% in the same period. The median and top income 
grew in a parallel fashion, before the 2008 crisis stopped their progress.  

There is an important difference in trend of income deciles between 
that in Figure 2.5 and those in richer OECD countries. In richer 
countries, income disparity widening has been greater at above the 
middle at least after the 1990s. Information for an international 
comparison of income deciles is limited than that for aggregate 

 
▌ Table 2.3 ▌  Monthly Real Market and Disposable Incomes by Deciles for a Family  

with 4 Members 

(unit: 2010 constant 000 KRW) 

 

Market income Disposable income 

p10 p50 p90 p10 p50 p90 

1990 988 1,824 3,262 990 1,778 3,128 
1995 1,514 2,822 4,988 1,504 2,742 4,774 
2000 1,348 2,758 5,050 1,356 2,638 4,754 
2005 1,380 3,268 6,086 1,420 3,110 5,634 
2010 1,342 3,424 6,580 1,494 3,284 6,098 

Note and Source : Same as in Figure 2.1. Price indices for nominal to real value conversion are derived from 
household income and expenditure statistics. 



 

296 Fiscal Sustainability and Innovative Welfare System 

inequality measures. I first review available information and then 
discuss how the differences arise. Comparison of earning deciles is 
more common, which I discuss in section 3. 

Brandolini and Smeeding (2009) provide deciles ratios of disposable 
income as of 2000 for countries available from the LIS data sets, 
transcribed in Table 2.4. At the bottom, Korea’s disposable income 
D5/D1 ratio as of 1990, which stood at 56%, is among the lowest group. 
However its level as of 2010, at 45%, is at a par with those in middle 
high inequality countries such as the U.K., Spain, or Greece, although it 
is significantly higher than the US level of 39%. At the top, Korea’s top 
to middle income ratio of 186% as of 2010 is among the mid range 
inequality countries such as Germany (180%) and France (188%). It is 
above those in northern European countries but much lower than those 
in high inequality countries.  

The international comparison shows that Korea’s disposable income 
distribution has an uneven distribution at the lower end. In high inequality 

 
▌ Table 2.4 ▌  Disposable Income Deciles  

Country Year p10* p90* P90/p10 Gini index 
Denmark 2000 57 155 2.8 0.225 

Netherlands 1999 59 163 2.8 0.231 
Finland 2000 57 164 2.9 0.246 
Sweden 2000 57 168 3.0 0.252 
Belgium 2000 53 174 3.3 0.279 
Germany 2000 54 180 3.4 0.275 
France 2000 55 188 3.4 0.278 
Taiwan 2000 52 196 3.8 0.296 
Korea 2010 45 186 4.1 0.310** 
Japan 1992 46 192 4.2 0.315 

Canada 2000 46 193 4.2 0.315 
Italy 2000 45 199 4.5 0.334 
UK 1999 47 215 4.6 0.343 

Spain 2000 44 208 4.7 0.336 
Greece 2000 43 205 4.7 0.334 

US 2000 39 210 5.5 0.368 

Note : * median=100, ** all households (urban and rural, with family size => 1) 
Source : Brandolini and Smeeding (2009, Figure 4.3, p.84) 
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countries, a major cause for widening income disparity at the top in the 
1990 has been financial expansion. Increased supply of financial means 
benefits those at the top group disproportionately and widened income 
gap at the top. In Korea, such a widening income gap is found about the 
90th percentile. The financial expansion in the 2000s benefited a 
narrower group. 

 
2.4.  Population Aging and Inequality  
 
Generally inequality is higher among the elderly population if it were 

not for pension. Hence population aging can be a cause for a higher 
inequality. To check for population aging effects, an inequality trend 
can be measured on a sample of population under age 65. In the HIES 
data set, a household is marked as ‘an elderly household’ if its head’s 
age is 65 or higher. Thus, by eliminating the households, a Gini 
coefficient for population under 65 can be obtained.  

To do this, we need to reproduce the published official Gini 
coefficients from the data sets. The Statistics Korea defines ‘market 
income’ as a sum of labor income, business income, property income, 
and private transfers. There is a little difference between their definition 
and that in Canberra report, in that the Korea Statistics includes private 
transfers and excludes private pension payment.  In the HIES data if I 
define market income as the sum of labor, business, property income 
plus ‘transfers across households,’ ‘discounts,’ and ‘other transfers,’ 
among private transfers, I get very close estimates for inequality related 
statistics to the official statistics.10  

Table 2.5 reports the computation results. Gini coefficients for non-
elderly households are just slightly smaller than those for all families. 
For example, the Gini coefficient for all families is 0.309, while that for 
non-elderly families is 0.296, which is smaller by 4%. The difference 
grew with time as aging progressed. The difference stands at 0.2% in 
1990, and 1.2% in 2000. As the difference small, the trend of Gini  
                                                      
10 For example I obtain a Gini coefficient value of 0.309 from the data sets for urban 

households with 2+ members, while the official statistic is 0.315. Calculated values 
are smaller than official statistics by approximately 0.005 consistently throughout 
from 1990 to 2010. 
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▌ Table 2.5 ▌  Population Aging Effect in Market Income and Consumption Gini  
Coefficient  

 Market income Gini 
Consumption Gini 

Market income ranking
Consumption Gini 

Consumption ranking 
All population Head age<65 All population Head age<65 All population Head age<65 

1990 0.261 0.260 0.186 0.186 0.261 0.260 
1995 0.254 0.251 0.156 0.155 0.243 0.241 
2000 0.274 0.270 0.175 0.173 0.239 0.237 
2005 0.293 0.287 0.167 0.165 0.232 0.229 
2010 0.309 0.296 0.168 0.161 0.240 0.234 

Note : Among urban households with 2+ members. 
Source : Author’s calculation from yearly HIES data sets. 

 
coefficients in non-elderly sample is not much different from that in full 
sample. Population aging is a very minor factor in inequality widening. 

 
2.5. Consumption Inequality  
 
Consumption is generally regarded as a better proxy of well-being 

than income, as it is less volatile and is a function of permanent income. 
In less developed economies, reporting can be more reliable in 
consumption. Table 2.5 above gives consumption Gini coefficient 
estimates obtained in the same way as market income Gini coefficients. 
When individuals are ranked according to their market income levels, 
no inequality widening trend is recognized. A lower consumption 
inequality than income inequality is to be expected as low income 
household have higher propensity to spend, but it is quite surprising that 
no inequality growth is found in consumption both is income ranking 
and consumption level ranking.  

The evidence can imply only one thing: that is low income 
households are in deficits and consumption patterns are not affected 
despite income inequality. The KOSIS data base provides further 
evidence (Table 2.6). The propensity to consume out of regular incomes 
rose at the bottom and fell at the top. However, a further investigation is 
required to confirm the evidence.  
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▌ Table 2.6 ▌  Household Consumption / Regular Income Ratios by Quintile Income  
Groups  

(unit: %)  
All groups 1st  2nd  3rd  4th  5th  

1990 67.1 86.0 71.6 67.5 65.0 61.9 
1995 62.7 86.5 69.5 64.6 61.1 54.3 
2000 70.7 99.2 78.0 73.5 68.1 62.3 
2005 67.4 104.8 80.3 70.6 64.0 56.6 
2010 65.5 103.7 76.8 69.8 63.9 54.2 

Source : Statistics Korea, KOSIS data base. 

 
 

3. Contribution to Inequality by Income Sources 
 

3.1. Sources of Income Inequality  
 

In order to identify the factors that have driven market income 
inequality growth, this section looks into contributions made by 
different sources of income. Market income is a sum of its source 
incomes of earnings, business income, property income, and private 
transfers. And its Gini coefficient can be represented as a weighted sum 
of concentration ratios of each component, where the weights are 
income shares of the income source in total market income and a 
concentration ratio measures how unequally a variable is distributed like 
a Gini coefficient but when the variable is ranked according to some 
other variable, which in this case the market income. A decomposition 
of inequality into contributions from different sources constitutes a key 
step in identifying the driving forces of inequality widening.  

In richer economies, it is a well established fact that the dominant 
driving force behind increased income inequality during the last decades 
is increased earnings dispersion. (Gottschack and Smeeding, 1979; Blau 
and Kahn, 2009) Commonly cited causes for larger earnings dispersion 
are skill-biased biased demand shift that favored the skilled and are 
unfavorable to the less skilled, increased international trades and 
globalization, and mobility of capital across borders, and expansion of 
financial sector. Household earnings, or labor incomes, constitute a 
major portion of household income in richer economies. Hence, one 
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may be led to think that it is obvious that income inequality is driven by 
earnings dispersion. But there are other candidate factors as well such as 
family structure change, age structure, the share in the population with 
no income, and business and property income etc.  

The share of wages in national income has dropped in the decades 
following the 1980s in most advanced countries. 11  According to an 
OECD account, the share of wages in value added (measured as total 
compensation off employees and the self-employed valued at the 
business compensations rate) dropped by around 10 percentage points 
from 1976 to 2006 across 15 OECD countries. (OECD, 2008, Box 1.2, 
p.35) However, household income is consisted of those incomes that 
accrue to households and they are not equal to national income. In 
discussing income inequality we will focus upon the income that accrue 
to households and are sources of household income.  

Among Korean households self-employment income is a much more 
important income source of a household compared to richer economies 
because self-employment share in employment is high in Korea. The 
share of business income in total household market income was around 
30% in the 1990, though it is now below 25%. International comparison 
of shares of business income in family income is difficult because part 
of business income for the self-employed are treated as earnings in some 
countries, but from the difference in employment structure one can 
expect that contribution to inequality by source might be different in 
Korea and richer OECD countries. Further, the decline of self-
employment and small firms has been one of the major features in the 
post-crisis economic development, which accompanied inequality rise. 
It is also one of main policy concerns of successive governments as the 
decline is regarded as affecting low income groups disproportionately. 
Another reason why self-employment and small business income is at 
issue is that small businesses belong to an area where policies and 
regulations can make a meaningful difference in their fates, unlike 

                                                      
11 Empirical analysis of the determinant at the industry level points higher capital-

output ratios, higher real price of oil, stronger technological progress, as well as 
weaker bargaining power of workers and greater adjustment cost of labor. (OECD, 
2008, p.35) 
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technological progress or globalization, the trend of which is beyond a 
government’s control.  

In next subsection section, I introduce a decomposition formula for a 
Gini coefficient attributed to Pyatt, Chen, Fei (1980), followed by a 
decomposition result. In subsequent subsection, I look into inequality 
development in each of the sources.  

 
3.2. Gini Coefficient Decomposition Formula 
 
When total income is a sum of incomes from different sources, 

contribution of each component income distribution to total income Gini 
efficient can be conveniently calculated by Pyatt, Chen, Fei (1980)’s 
decomposition formula. As household incomes are composed of 
incomes from different sources, and inequality in incomes development 
differently, contribution of each source income distribution to overall 
income distribution inequality can be derived by invoking their formula. 
In particular, contribution of labor income distribution to total income 
inequality can be identified by the decomposition.  

Denote total income of family  as  and the contribution of factor 
component  (e.g. labor income) to the total family income as , then 
total income is made up of  factor components, where there are n 
families. 

 y x  for  1, … ,  

 
and the average total income is the sum of averages of m income 
components. 

 y x  

 
Suppose that there are two income components,  and , and 

families are ranked according to the sizes of the income component . 
Denote a family’s rank as , where 1  for the family for 
which  is the smallest and n for the largest income family. If 
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two or more families have the same value of income they are given the 
average of the ranks. Let  be the family ’s share of income  out 
of the total sum of , i.e., / ∑ . The concentration curve 
of  with respect to  is defined as the curve that graphs cumulative 
values of  against . The concentration ratio of  with respect to t, 
denoted as /  is 1 minus twice the area under the concentration 
curve, which is equal to the ratio of the area between the diagonal line 
and the curve to the area of the triangle as in the definition of Gini 
coefficient. The concentration ratio is defined as follows. 

 C z/t 2n π r t r 2cov π z , r t  

 
Hence,  

 C z/t 2cov znz , r t 2nz cov z, r t  

 
When , the concentration curve is a Lorenz curve and the Gini 

coefficient is the concentration ratio of a variable with respect to itself. 
If y  is the total income of the th family, the Gini coefficient for family 
incomes is 

 G y C y/y 2ny cov y, r y  

 
When total income is composed of m income, a Gini coefficient is a 

weighted sum of  concentration ratios, where weights ’s are the 
shares of each income component in total income.  

 G y 2ny cov x , r y C xy ,  where x /y 
 
The factor concentration ratio is each component income is not equal 

to the component incomes’ Gini coefficient as the incomes are ranked 



 

 CHAPTER 8 _ Korea’s Income Inequality: The Trend and Major Issues 303 

according to the sizes of total income and not its own sizes. The two are 
different by rank correlation ratios. To see this,  

 G x 2nx cov x , r x  C x /yG x cov x , r ycov x , r x R y, x  

 
The rank correlation ratio R y, x  is unity only if r y r x , and R x , y C /G 1 . More generally, the concentration ratio of a 
variable cannot exceed its Gini coefficient. 

 
(Grouped data) 
Published Gini coefficients are calculated from decile group means 

and not from individual incomes. Let  be the mean of the group to 
which y  falls. Then the Gini coefficient for grouped income data is, 

 G y C y/y 2/ny cov y, r y  
 

Note that cov y, r y cov y, r y  as cov y, r y cov y, r ycov y y, r y  and that r y  is a constant within the group. Hence, cov y, r y cov y, r y  and the Gini for grouped incomes always 
underestimates the Gini for individual incomes ( G y G y ). 
However, but the size of this underestimation is of marginal 
importance.(See p.459-464, Pyatt, Chen, Fei, 1980)  

Let x  denote the average value of type k income for households in 
the total income group that includes household i. Then the sum over k of x  is the average of the combined income from all sources of family 
incomes in a particular size group for total income, i.e., 

 y x  

 
Making proper substitution yields,  

  G y C xy  



 

304 Fiscal Sustainability and Innovative Welfare System 

where x /y, the share of income component k in total average 
income. This formula is an exact decomposition of the Gini coefficient 
for incomes y . The concentration ratio C x /y  is sometimes referred to 
as ‘pseudo-Gini’,12 but more precisely it is ‘factor concentration ratios 
for data grouped by total income level.’ 

 
3.3. Decomposition Result  
 
Table 3.1. below summarizes a decomposition result of market 

income Gini coefficient by income sources for the Korean urban 
households with two or more members and whose head is younger than 
65 from 1990 to 2010 based upon Pyatt, Chen, Fei (1980)’s formula. 
The estimation is based upon a yearly average version of the Statistics 
Korea’s HIES data sets for the period 1990 to 2010. Labor, business, 
and property income uses corrreponding entries in the data sets which 
are components of households’ regular income. Private transfer is the 
sum of ‘transfers across households,’ ‘discounts,’ and ‘other transfers.’ 
Income items in the data sets contain no negative incomes thus incomes 
are not bottom coded. At the top, usual practices in inequality studies 
are to top code outliers at the value of ten times the median. At top 
incomed a top-coding is applied and monthly incomes above 15 million 
won are all given the value. Household incomes are equivalized with a 
scale of square root of household sizes and Gini coefficient and 
concentration ratios are calculated on an individualized base.  

The decomposition result shows that the market income Gini 
coefficient rise has been contributed mainly by the rise in labor income 
inequality. From 1995 to 2010, market income Gini grew by 0.045 
point, of which labor income’s contribution is 0.082 points. Both its 
growing importance in household income and increased earnings 
dispersion contributed to income inequality. From 1995 to 2010, the 
share of earnings in household income increased from 63% to 72%, 
while its concentration ratio rose from 0.240 to 0.324. 

                                                      
12  Specifically by Fei, J.C.H., G.Ranis, and S.W.Y.Kuo, “Growth and the Family 

Distribution of Income by Factor Components,” The Quarterly Journal of Economics, 
XCII (Feb. 1978), 17-53. 
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Unlike commonly expected, business income distribution contributed 
towards equalizing market income distribution instead of widening it. In 
1995 business income distribution contributed to 0.088 to market 
income Gini. In 2010, its contribution is 0.056. That is, business income 
distribution contributed to lowering market income Gini by 0.031 from 
1995 to 2010. It is commonly thought that the decline of self-
employment and small firms which accelerated in the 2000s must have 
contributed to widening income distribution. The reason that the 
decomposition result shows otherwise is that the business income at the 
top income group fell during the period. In 1995, business income 
accounted for as much as 37% of total market income of the top income 
group. By 2010, its share in top group’s income is just 18%. In 1995, 
24% of all business income belonged to those who are in the top income 
group; while in 2010, 17% of all business income did. With less 
concentration at the top, concentration ratio of business income dropped 
from 0.274 in 1995 to 0.239 in 2010. As contribution to market income 
Gini coefficient is concentration multiplied by its income share, 
business income’s contribution to income inequality dropped both 
because it became more evenly distributed and it became less important.  
If we ignore the top income group and calculate concentration ratio of 
business income among the 1st to 9th income group, there is much less 
change in its distribution and business income concentration ratio does 
not show much change since the mid-1990, before it rose in 2010. From 
1995 to 2009 the concentration ratio among the 1st to 9th group stayed 
around 0.180 and it rose to 0.201 in 2010. Thus if it were not for the 
change of business income share among the top income group, business 
income distribution’s contribution to market income inequality did not 
reduce significantly.  Why business income dropped very quickly at the 
top requires further study, but a very plausible explanation is the change 
in business types and the incorporation trend that accelerated during the 
2000s. In the 2000s unincorporated businesses (sole proprietorships) 
quickly declined and incorporated businesses replaced them. If profits 
from incorporated businesses are not counted as property incomes and 
contributes to asset changes instead, the incorporation trend would have 
reduced the share of business income at the top. Changes in business 
income distribution will be discussed later.  
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Increased contribution of earnings dispersion to income inequality is 
a result of both its growing importance in household income and more 
dispersed earnings distribution. Throughout, contribution of property 
income and private transfers to market income inequality is minimal. 
Their contribution to income Gini is less than 3% taken together and 
there were not much variation.  

 
▌ Table 3.1 ▌  Contributions to Market Income Gini Coefficient by Income Sources 

Market 
income 

Labor 
income 

Business 
income 

Property 
income 

Private  
transfer 

Contributions 
1990 0.260  0.165  0.086  0.004  0.006  
1995 0.251  0.152  0.088  0.004  0.007  
2000 0.270  0.196  0.066  0.004  0.004  
2005 0.287  0.223  0.057  0.002  0.005  
2010 0.296  0.234  0.056  0.001  0.005  

Income Shares 
1990 1.000  0.649  0.298  0.011  0.041  
1995 1.000  0.632  0.322  0.011  0.036  
2000 1.000  0.634  0.303  0.014  0.050  
2005 1.000  0.685  0.261  0.005  0.049  
2010 1.000  0.721  0.236  0.004  0.039  

Concentration Ratios 
1990 0.260  0.254  0.288  0.342  0.141  
1995 0.251  0.240  0.274  0.370  0.192  
2000 0.270  0.309  0.219  0.285  0.084  
2005 0.287  0.326  0.220  0.303  0.105  
2010 0.296  0.324  0.239  0.299  0.136  

Source : Author’s calculation from yearly HIES data sets. 

 
An international comparison of the decomposition result reported in 

Table 3.1 is fraught with difficulties that come from not only data but 
also from different socio-economic conditions across countries. 
Brandolini and Smeeding (2009) reports their own market income 
decomposition results using LIS data sets for Finland, Germany, Poland, 
Sweden, Taiwan, UK, and US in 2000 or nearest available years. Table 
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3.2 below transcribes their results and compares with the results for 
Korea.  

Table 3.2 shows a wide discrepancy in market income Gini 
coefficient value across countries. The Gini values are computed based 
an individualized income using an equivalence scale of the square root 
of household sizes. Most of the countries listed have high market 
income Gini coefficients. Those for Finland, UK, and Poland are above 
the US level and near 0.5. Among the countries Taiwan has the lowest 
value of 0.325. But market income Gini coefficient value is very 
sensitive upon whether no income households are included or not, and 
the percentage of positive income households, listed in the fourth row, 
shows an obvious reason for the large discrepancy. For example, in 
Finland, 9.1% of individuals in the data set belong to a household with 
no or negative income. If only individuals with positive market income 
are counted market income Gini falls to 0.416. The U.K. is in a similar 
situation, and 10.7% of individuals are in households with no income 
and its Gini coefficient is the second highest next to Poland. When only 
the individuals with positive income are counted, the U.S. has the 
highest Gini coefficient value, closely followed by Germany and the 
U.K. The Gini value for Taiwan is very low partly because the data set 
for the country contains only those households with positive income. 
But even in comparison with other countries excluding non-positive 
income households its inequality is relatively low.  

As Table 3.2 shows, market income Gini coefficient is sensitive to 
family structure. Even when two countries have the same share of 
positive income earners in the population and income distribution 
among them is the same, if a country has a smaller average family size, 
the countries market income Gini would be higher, because the country 
would have a large share of population with no income and benefits less 
from the equivalizing procedure as it has less economies of scale in 
income distribution. The European countries of Finland, Sweden, UK, 
and Germany typically have smaller family size than the US or Japan or 
Korea, and the difference in household size is one of the major reasons 
for the countries’ higher market income Gini coefficients.13  

                                                      
13 OECD(2008), Figure 2.1, p.59 compares average household sizes across countries 
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▌ Table 3.2 ▌  Decomposition of Market Income Gini by Income Source in Various 
Countries 

Gini 
coefficient 

Finland
2000

Germany
2000

Poland
1999

Sweden
2000

Taiwan
2000

UK 
1999

US 
2000

Korea 
2010 

 market income .469 .481 .530 .459 .325 .509 .479 .327 
( > 0) .416 .454 .373 .436 .322 .450 .455 .317 

(> 0, %) 90.9 95.1 74.9 95.8 99.5 89.3 95.5 98.6 
wages & salaries .501 .531 .565 .505 .464 .582 .512 .488 

( > 0)  .370 .364 .360 .379 .327 .389 .429 .384 
(> 0, %) 79.2 73.8 68.0 79.7 79.7 68.5 85.6 82.8 

Contribution of Wages and Salaries to Market Income Gini Coefficient (%) 
80.7 77.3 84.3 91.2 72.5 79.9 84.5 77.4 

Income Shares 
Wage & salaries 83.1 80.2 86.5 87.7 69.0 78.1 85.7 70.7 
Self-emp income 9.2  11.6 12.9 3.0 21.1 10.6 6.3 24.1 
Property income 7.8 8.2 0.7  9.3 9.9  11.2 8.0 0.4 

Note : Korea is all urban and rural households in 2010, including one person households. 
Source : Brandolini and Smeeding (2009), Table 4.1, pp.79-80 and author’s calculation from yearly HIES data 

sets for Korea.  
 

In all countries except for Taiwan, the income share of earnings is 
higher than that of Korea, and contribution of earnings dispersion to 
income inequality is higher. In richer countries, earnings, that is wages 
and salaries income, accounts for about 85% of total income, while self-
employment income share is about 10%. (row 9 and 10 in Table 3.2.) In 
comparison, the earnings income share is 72% and business income, 
which includes self-employment income, is about 24% of total 
household income in Korea as of 2010.  

As wages and salaries share in income is higher in richer countries, 
their contribution to income inequality is also higher in richer countries. 
In fact, contribution to inequality is determined by two factors: one is 
the income share and the other is its concentration ratio which is equal 
                                                                                                                      

and their changes. Average household size in Sweden, Germany, UK, Finland is 
around 2.0, while it is about 2.5 and 2.7 in the US and Japan in 2005 or nearest 
available years. Korea’s average household size is 2.84 for all types of households in 
2010. Among households with 2+ members, average household size is 3.31. 
(www.kosis.kr) 
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to its dispersion and rank correlation with total income. In Finland, 
Germany, Poland, and US, contribution of wages and salaries to market 
income Gini is less than its income share. This is because earnings 
dispersion is less concentrated compared with other incomes. But in 
Sweden, Taiwan, UK, and Korea, their contribution is higher than 
income shares. This means either earnings are more unequally 
distributed or earnings distribution is more correlated with total income 
than other income sources. Gini coefficient of earnings is smaller than 
those of other incomes in all countries, which means that in these 
countries wages and salaries are more correlated with total income than 
other incomes. For example, although self-employment income and 
property income have more concentrated distribution, if they are less 
correlated with income ranking than earnings, then their contribution to 
income inequality can be less than their income share. In Sweden and 
Taiwan, contribution of wages and salaries to market income Gini is 
larger than its income share. Such higher contribution means that self-
employment income distribution is less related to total income 
distribution. That is, self-employment income is an important income 
source for low to middle income groups. In Korea, the gap between its 
contribution and income share is significantly larger compared to 
Sweden or Taiwan. Self-employment income distribution is more 
dispersed than earnings distribution and self-employment is an 
important employment type for middle to low income groups.  

Table 3.2 is a snapshot picture of income distribution in the 
countries, and it does not show how income inequality has grown in the 
countries. To see how income inequality rose, we need to look into how 
each income component’s contribution changed across years.  

 
3.4. Earnings Dispersion  
 
In Korea, as in other countries, the major driving force in income 

inequality since the mid-1990s has been increased earnings dispersion. 
As Table 3.1 shows, earnings contributed 61% of market income Gini in 
1995; but in 2010 they accounted for 79% of income Gini.  Figure 3.1 
below shows Gini coefficient trend of earnings distribution.  Earnings 
dispersion, measured by a Gini coefficient value among individuals 
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whose household labor income is positive, grew since 1993 and jumped 
in the post-crisis period. It stood at 0.321 in 1997, but it reached 0.390 
in 2001. Since then it stays at a roughly constant level around 0.38. The 
Gini coefficient of earnings among all households has been fairly stable 
around 0.45 before the crisis, in the aftermath of the crisis it rose up to 
0.50 but then it returned to the pre-crisis level of approximately 0.45 and 
stabilized at the level since 2003. The Gini value for all individuals is 
higher than among those with positive household earnings because 
individuals with no earnings are included in the sample. No negative 
earnings are reported in the data set and about 20% have no positive 
earnings. Compared with that in 1995, the proportion of individuals with 
positive earnings in 2010 is larger and the larger proportion lowers 
earnings Gini. But as we see in Figure 3.1, dispersion within positive 
earnings increased, cancelling the lowering effect of employment 
growth. As a result, the earnings Gini for all individuals in urban 
nonelderly households stand at a similar level in 2010 as in 1995. 

Concentration ratio, which measures inequality of earnings 
distribution, but when individuals are ranked according to their values 
of market income instead of earnings, has a very similar trend with the 
Gini among positive earnings individuals but it continued to rise in the 
2000s. The share of earnings in household market income continued to  

 
▌ Figure 3.1 ▌  Earnings Gini Coefficient Trend 

 
Note : Among urban households with 2 or more members and whose household head’s age is less than 65. 
Source : Author’s calculation from yearly HIES data sets. 
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shifted to the right. The general pattern is that, in 2003 household heads’ 
earnings distribution is concentrated with a center at a little less 2 
million won per month and less dispersed. By 2008, the mid to high 
income groups’ earnings increased at a variable rate. However the low 
income group experienced little growth, contributing to a more 
dispersed distribution. Such a pattern is in a big contrast with what 
happen in the 1990s in Panel B. From 1990 to 1995, earnings 
distribution shifted to the right in a parallel fashion without a great 
change in dispersion. The shift went on afterwards but the intervening 
crisis has put the distribution 2000 back to where it stood at in 1995. 
Increased earnings dispersion and its greater contribution to income 
inequality is a result of such change in earnings distribution.  

An international comparison of earnings dispersion is available from 
the OECD database (OECD STAT) but again the comparison is fraught 
with difficulties. The database is based upon samples of monthly 
earnings for all adult full-time workers but as the scope of omitted 
workers differs across countries the comparison is not complete. 
Korea’s figures in the database seem to be produced based upon the 
‘Basic Survey on Wage Structure’ conducted by the ministry of 
employment and labor that covers a sample of establishments with 5 or 
more regular workers. If we take a sub sample of full-time workers in 
the data set a comparable result can be reproduced. Apparently part-time 
workers are not counted in producing the statistics for the OECD 
database, but in case of Korea inclusion of them makes no significant 
difference, neither does inclusion or exclusion of workers in 
establishments with 5 to 9 workers – the difference is within 1%. 
Earnings measure does include 1/12 of bonus pay received in the 
previous year. If bonus pay is left out, decile ratios reduce by about 
10%, but bonus pay in an important part of compensation in Korea’s 
wage system and the database compares gross earnings they should be 
counted in decile ratios. Although the database allows us only a limited 
comparison, such a comparison is very useful in that it gives us a sense 
of where Korea’s earnings dispersion stands at in an international 
standard. 

According to the database, Korea’s earnings inequality is among the 
highest in OECD countries. In terms of decile ratios of gross earnings 
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among men, Korea’s 90% to 10% earnings ratio (D9/D1) is 4.5 as of 
2010. Those in France and Germany stand at around 3.0, and that of 
Japan stands at 3.7 in the same year. Korea’s earnings decile ratio is low 
only when it is compared with the US (5.1) and it is even higher than 
that of the UK at 3.7. A D9/D1 decile ratio is a product of the top to 
middle ratio (D9/D5) and the middle to bottom ratio (D5/D1).  Korea’s 
earnings decile ratio is high because its middle to bottom ratio is high.  
In Table 3.3, Korea’s top to middle ratio is about the same magnitude as 
those in richer economies, but its middle to bottom ratio is 2.2 as of 
2010, which is close to that of the US (2.2) and higher than those in 
other countries.  

Korea’s earnings dispersion is not only high in its level but it grew 
quickly since 1990. In 1990, its D9/D1 ratio stood at 3.15 but it reached 
3.71 in 2000, and 4.53 by 2010. In richer countries, the ratios are stable 
since 1990, roughly speaking. As income inequality in those countries is 
driven by earnings dispersion and changes in earning dispersion 
stabilized since the 1990s, market income inequality growth stabilized 
from the 1990s. The countries that experienced exceptionally sharp rise 
in earnings dispersion since the 1990s are the U.S. and the U.K., but 
even their growth is not very large compared to Korea. The D9/D1 ratio 
grew by 0.5 and 0.7 in the countries during the last two decade but in 
Korea it grew by 1.3. The growth of decile ratios has been slightly 
quicker in middle to bottom ratios than in top to middle ratios. From 
1990 to 2010, the bottom decile ratio rose from 1.77 to 2.16 while the 
top decile ratio grew from 1.78 to 2.10. On the other hand, in richer 
economies earnings spread growth since 1990 has been mainly at the 
top. In the 2000s in most countries the middle to bottom earnings gap 
has remained stable or narrowed.  Countries with large top earnings gap 
are the US and the UK, which have strong financial sectors.   

The pattern of earnings dispersion among women is similar. Korea is 
the second largest earnings dispersion next to the US among the eight 
countries in the table and the dispersion grew rapidly since 1990. A 
major difference between men and women’s earnings dispersion is that 
among women, bottom earnings gap widening has been modest since 
1990. Most of the decile ratio growth has been contributed by the 
growth of top to middle earnings gap.  In the 2000s, Korea has witnessed 
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a large inflow of women into its labor market. If the inflow was to 
above median group, the bottom gap would have widened. They were 
highly educated but young workers and pulled the median earnings 
down, widening the top to middle earnings gap. This seems to be the 
most plausible explanation. Among men, aging of the baby boomers 
thickened the above median group, widening the bottom earnings gap.  

 
▌ Table 3.3 ▌  Decile Ratios of Gross Earnings 

MEN D5/D1 D9/D5 D9/D1 

Country 1980 1990 2000 2010 1980 1990 2000 2010 1980 1990 2000 2010 
France* 1.66 1.62 1.59 1.48 2.03 2.13 2.08 2.05 3.38 3.46 3.31 3.04 

Germany … … 1.67 1.78 … … 1.83 1.72 … … 3.04 3.07 
Italy … … 1.50 1.49 … … 1.67 1.56 … … 2.50 2.33 

Japan 1.60 1.64 1.59 1.61 1.63 1.73 1.73 1.77 2.60 2.84 2.75 2.85 
Sweden 1.29 1.32 1.40 1.41 1.58 1.55 1.74 1.68 2.03 2.05 2.44 2.37 

UK 1.65 1.81 1.83 1.83 1.61 1.80 1.89 2.03 2.66 3.26 3.45 3.71 
US 1.97 2.13 2.14 2.20 1.82 2.07 2.24 2.33 3.57 4.40 4.79 5.13 

Korea 1.95 1.77 1.97 2.16 2.09 1.78 1.88 2.10 4.08 3.15 3.71 4.53 

WOMEN D5/D1 D9/D5 D9/D1 
Country 1980 1990 2000 2010 1980 1990 2000 2010 1980 1990 2000 2010 
France* 1.61 1.66 1.55 1.39 1.69 1.72 1.74 1.84 2.73 2.86 2.71 2.54 

Germany … … 1.72 1.74 … … 1.63 1.75 … … 2.80 3.05 
Italy … … 1.56 1.52 … … 1.40 1.44 … … 2.19 2.19 

Japan 1.40 1.41 1.44 1.49 1.55 1.63 1.60 1.62 2.18 2.30 2.30 2.40 
Sweden 1.25 1.22 1.35 1.32 1.29 1.39 1.47 1.49 1.61 1.70 1.98 1.97 

UK 1.52 1.64 1.69 1.71 1.63 1.81 1.85 1.88 2.48 2.96 3.12 3.22 
US 1.72 1.83 1.90 2.00 1.77 2.02 2.07 2.22 3.03 3.69 3.93 4.44 

Korea 1.48 1.49 1.66 1.71 1.70 1.63 2.03 2.16 2.52 2.43 3.36 3.70 

Note : * France 2010 is 2009. 
The data are from the OECD earnings database. The samples for each country include all adult 
workers except for the following exclusions: France (agricultural and government workers); Germany 
(apprentices); Japan (employees with establishments with fewer than ten regular workers and 
employees in agricultural, forestry, fishing, public administration, public education, the army, or the 
police); Sweden (employees less than 20 or over 64, as well as the self-employment earnings); USA 
(workers less than 16 years old); Italy (agricultural and general government workers). Germany, 
France, Italy is monthly full time earnings, US, UK, Japan are weekly full-time earnings. Sweden is 
annual earnings.  

Source : OECD.STAT. data extracted on 15 Oct 2012 19:57 UTC (GMT) from OECD.Stat 
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From Table 3.3, one can notice a large gap between earnings 
dispersion and household income inequality. Richer countries in Europe 
have much smaller decile ratios in earnings dispersion yet market 
income Gini coefficients are much higher. For example, market income 
Gini coefficients in 2000 are 0.48 in the US, Germany, and Australia, 
and 0.51 in the U.K, 0.46 in Sweden, 0.47 in Finland, 0.44 in Canada, 
and 0.38 in the Netherlands.14 The discrepancy is caused by two factors: 
One is there exist a large group of part-timers not included in the data 
sets for earnings dispersion among full time workers. And the other is 
that in income data sets of the countries a significant portion of 
individuals are without positive household earnings. On the former, in 
European countries a significant part of employment is part-timers who 
are excluded from the full-time worker data sets. In they are included, 
‘on average, the Gini coefficient for personal earnings among all 
employees exceeds that for full-timers by 0.06 (i.e. a 20% increase), 
with larger rises in Finland, Sweden, Germany and the Netherlands.’ 
(OECD, 2008, p.84) Among full-time workers the Gini coefficients for 
personal earnings are roughly in the range of 0.25-0.32. Among all 
workers, the Gini value is from 0.25 to 0.42. For instance, in Sweden the 
Gini’s are 0.27 and 0.41, in Finland they are 0.23 and 0.41, in Germany 
0.24 and 0.35.15 Thus if all workers are accounted for, decile ratios are 
much larger than those shown in Table 3.3. As for the latter, Table 4.1 
in Brondolini and Smeeding (2009, p.79-80) shows that if only positive 
market income individuals are counted market income Gini is 0.416 
instead of 0.469 in Finland, 0.436 instead of 0.459 in Sweden, 0.454 
instead of 0.481 in Germany, 0.450 instead of 0.509 in UK, and 0.455 
instead of 0.479 in US.  

Thus, if all these aspects are taken into consideration, the difference 
in market income inequality between Korea and richer countries are not 
very large. Although market income Gini coefficient is 0.43 and 0.44 in 
Finland and France, among wage earners and their dependents market 

                                                      
14 Market income Gini coefficients are from Brondolini and Smeeding (2009), Figure 

4.1, p 82. The numbers are based on the authors’ own calculation from the LIS data 
sets. 

15 OECD, 2008, Figure 3.4, p.84, http://dx.doi.org/10.1787/ 421380354876 
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income Gini values are 0.36 in both countries as of 2000. In Germany 
market income Gini is 0.44 while among wage earners and their 
dependents it is 0.36. In the US, they are 0.46 and 0.42, and in the UK, 
they are 0.51 and 0.42. Korea’s market income Gini is 0.34 for all types 
of households as of 2010, and 0.31 among urban families with 2+ 
members. According to Brondolini and Smeeding’s calculation, Gini 
index for wages and salaries for population with positive value in 2000 
is 0.429 in the US, 0.389 in UK, 0.235 in Taiwan, 0.370 in Finland, 
0.364 in Germany, 0.360 in Poland, and 0.379 in Sweden. A 
corresponding value for Korea in 2010 is 0.373. To my view, this 
measure seems to be most pertinent for comparison of earnings 
dispersion across countries. There is not a great difference in earnings 
dispersion across countries, and only the US has very dispersed earnings 
distribution. A more proper question to address is why and how earnings 
dispersion has increased rapidly after the 1997 crisis. 

 
Korea’s earnings dispersion widening has the following characteristics.  

i)   Earnings dispersion widened while the share of wages and salaries 
in national disposable income (NDI) stopped growing. In Korea, 
the share consistently rose since the 1970s but the rising trend 
stopped in the mid-1990s. The level is still below its 1995 level.  

ii)  Earnings Gini among the population with positive earnings jumped 
in the years following the 1997 crisis. The Gini value remained at the 
level. Bottom income groups lost disproportionately during the 
crisis years. By 2010 bottom group barely recovered their 1995 
level of real income while above median group quickly recovered 
after the crisis and continued sound growth of their real income. 

iii) Earnings dispersion rise accompanied decline of self-employment 
and small firms. As business income became less important, rank 
correlation between earnings and market income rose and 
earnings became more important in determining market income. 

 
The next section on functional distribution of income shows that the 

share of wages and salaries in NDI(national disposable income) did not 
grow since 1995. Previously, the share has risen since the 1970s. 
Starting from 33% in 1975 it peaked at 49% in 1996, but it stands at 
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45% as of 2010. Earnings distribution became more dispersed while its 
share out of total national disposal income did not grow. Such a 
phenomenon is not unique to Korea. In most OECD countries the shares 
of wages have declined since the mid-1980, though this share is defined 
as total compensation of employees and the self-employed in business 
sector value added.16 For example in Japan, the share dropped from 75% 
to 61% from 1980 to 2005; in the US it dropped from 65% to 61%; and 
on average across OECD 15 countries 67% to 58% in the same time 
period. The share of employee compensation in industries in Korea was 
49% in 1980, peaked in 1996 at 62%, and declined to 59% in 2010. 
Empirical analysis highlights as the determinants of decline in wage 
share as the influence of higher capital-output rations, higher real price 
of oil, stronger technological progress, as well as (in a less clear-cut 
way) greater adjustment costs for labor and weaker bargaining power of 
workers. 17  The earnings dispersion has widened in Korea under the 
context of such a global trend of shrinking wage share in industries. 
Compared with richer countries the size of decline relatively mild, but in 
Korea the wage share has continued to grow from the 1970s to the mid-
1990s. As the equalizing force of growing wage share disappeared in the 
mid-1990s and changed its direction, earning dispersion has started to 
grow. 

The Gini coefficient among the population with positive earnings 
grew in the 1990s, and jumped in the years following the 1997 crisis 
(Figure 3.1).  If individuals with positive earnings are ranked according 
to their earnings (equivalized for household sizes) low income groups 
lost disproportion- ately during the years following the crisis (1995-
2000) and they never recovered the income loss.  Table 3.4 below lists 
changes in earnings by income decile groups. Between 1990 and 1995 
earnings gains were fairly evenly across income groups. In 1995-2000 
low income groups lost heavily than others, and afterward income 
growth distribution became more even but still the bottom group did not 
recover from the loss during the crisis periods. In the next crisis, the 

                                                      
16  for data see StatLink http://dx.doi.prg/10.1787/42076782661  
17  See OECD (2008), Box 1.2, p.35. The box contains a graph for the declining wage 

share in business sector value added.  
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global financial crisis of 2008, low income group seem to have gained 
more than the high income group. The global crisis hit large export 
companies and weak foreign demand seem to have favored low income 
groups. But income distribution among population with positive earnings 
is subject to sampling bias. If part-timers joined labor market as a 
secondary earner for households more than before after crisis, a ranking 
according to earnings among positive earning population can overestimate 
earnings decline at the bottom. And if low wage workers left labor 
market during the adjustment following global financial crisis, the 
bottom tail of earnings distribution can be pushed up because of their 
absence.  Panel B is changes in earnings of each income groups ranking 
according to their income. No individuals are excluded from in the 
sample regardless of their income or earnings level as long as they 
belong to urban households with 2+ members and their head is younger 
than 65. Panel B shows a similar picture, though the sizes of income 
loss immediately after the 1997 crisis look smaller and relative earnings 
gain among the low income group disappears. Despite, ranking by income 
still reveal that low income groups did not recover or appreciably 
improved in terms of their earnings after a decade from the crisis.  

 
▌ Table 3.4 ▌  Changes in Earnings by Decile Groups 

 
Positive earnings population,  

earnings ranking All population, income ranking 

Deciles 1990-95 1995-00 2000-05 2005-10 95-10 1990-95 1995-00 2000-05 2005-10 95-10 

1 0.25 -0.51 0.21 0.30 -0.24 0.45 -0.20 0.09 0.04 -0.09 
2 0.38 -0.41 0.27 0.27 -0.04 0.58 -0.20 0.13 0.17 0.05 
3 0.48 -0.29 0.19 0.27 0.07 0.49 -0.12 0.23 0.12 0.21 
4 0.50 -0.20 0.20 0.23 0.18 0.55 -0.17 0.22 0.22 0.23 
5 0.52 -0.14 0.23 0.16 0.23 0.55 -0.14 0.32 0.14 0.30 
6 0.53 -0.09 0.24 0.13 0.26 0.46 -0.04 0.33 0.07 0.37 
7 0.53 -0.05 0.23 0.11 0.30 0.54 -0.04 0.27 0.14 0.39 
8 0.52 -0.03 0.24 0.11 0.34 0.55 0.00 0.32 0.09 0.43 
9 0.50 0.00 0.24 0.12 0.39 0.49 0.02 0.27 0.19 0.54 
10 0.45 0.05 0.24 0.14 0.48 0.38 0.24 0.31 0.12 0.82 

Note : Among individuals in urban households with 2+ members, whose heads are younger than 65.  
Source : Author’s calculation from yearly HIES data sets.  
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Personal earnings are a multiplication of wages by working hours, 

and its dispersion can be decomposed into the part contributed by wage 
dispersion, hour variation, and a covariance between the two. Among 
the two, wage variation is usually the most important factor in earnings 
variation. Blau and Kahn (2009) attributes wage variation 73% of male 
and 72% of female earnings variation on average in their study of eight 
OECD countries in mid 1990s.  

The change in wage structure is towards highly educated and more 
experienced also in Korea. Among men aged between 35-39, college 
wage premium over high school graduates was 0.5 in 1995 but rose to 
1.0 in 2008. On average in age 25-54 college premium rose from 0.6 to 
1.0. Age premium of age 50-54 against 30-34 rose from 0.2 to 0.4 
among high school graduates from 1995 to 2008, but among the college 
graduates it dropped from 0.9 to 0.7 because the ratio of young college 
graduates to elder dropped. The degree of skill biased wage structural 
shift is less compared with the US, as Korea’s wage system is relatively 
rigid and supply of young college graduates increased, but the direction 
of change is the same. Those who lost most are the young unskilled high 
school graduates and high school dropouts.  

 
▌ Table 3.5 ▌  Hourly Real Wages for Men  

(unit: thousand 2005 won per hour) 
Age 25-29 30-34 35-39 40-44 45-49 50-54 25-54 

1995 
HS dropouts 5.43 6.07 6.29 6.32 6.21 5.84 6.03 

HS 5.50 6.50 7.23 7.84 8.00 7.59 7.11 
Jr college 5.70 7.12 8.55 9.87 9.70 9.82 8.46 
College + 6.43 8.33 10.50 12.47 14.12 15.62 11.25 

2008 
HS dropouts 5.28 6.01 6.75 7.78 7.98 8.37 7.03 

HS 6.20 7.74 8.92 9.54 10.03 10.52 8.83 
Jr college 7.66 9.82 11.76 12.77 13.85 15.17 11.83 
College + 10.69 13.84 17.60 19.96 21.51 23.80 17.90 

Note : Wages are simple averages of mean wages by age. 
Source : Author’s calculation from MoEL, Basic Survey on Wage Structure 
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The wage structure shift has favored the skilled and contributed to 
widening earnings dispersion. But in Korea there is another dimension 
of change that affected earnings dispersion. Self-employment and small 
firms declined in the 2000s and as low earnings groups are more likely 
to work in small firms or self-employed, the business environment 
change was unfavorable to them. If incorporated businesses have 
replaced small firms such change would have worked towards earnings 
dispersion.  

This issue is related to business income discussed in the following 
subsection, the general trend is as follows. The Census on Establishments, 
conducted by the Statistics Korea, classifies establishment into four 
business types according to the legal form of ownership. They are 
unincorporated (sole proprietorships), incorporated business, non-profit 
organizations, and associations. Most of small firms, owned and 
operated by individuals are unincorporated, and many education or 
medical institutes belong to non-profit organizations in Korea.  

Table 3.5 shows that employment of unincorporated establishments 
grew rapidly in the 1990s but slowed down in the 2000s. From 1993 to 
2000, about a half of jobs were created by unincorporated businesses, 
but from 2000 to 2010, their share is about 6% and 70% of jobs were 
added in incorporated business establishments. As the sizes of 
unincorporated business are mostly small, a parallel change is the 
slowdown in employment growth among small establishments (Table 
3.6). In the 1990s most of employment growth in the 1990s was in small 
firms with less than five workers. But their share in job addition was just 
10% in the 2000s and job creation became more dispersed across all 
sizes of establishments.  

 
▌ Table 3.6 ▌  Workers by Types of Business (‘000) 

Year Total Unincorporated Incorporated Non-profit Associations 
1993 12,245 5,986 4,583 1,427 250 
2000 13,604 6,645 4,818 1,823 318 
2010 17,647 6,900 7,670 2,650 427 

1993-2000 1,359 659 235 396 68 
2000-2010 4,043 255 2,852 827 109 

Source : KNSO, Census of Establishments, various years.  
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▌ Table 3.7 ▌  Workers by Sizes of Establishments (‘000) 

  total 1-4 5–9 10–19 20-99 100-299 300-999 1000+ 
1993 12,245 3,538 1,240 1,072 2,603 1,225 1,048 1,519 
2000 13,604 4,651 1,552 1,429 3,020 1,315 930 706 
2010 17,647 5,075 1,841 1,894 4,321 1,961 1,345 1,211 

1993-2000 1,359 1,113 312 357 417 90 -118 -813 
2000-2010 4,043 424 289 465 1,301 646 414 504 

Source : KNSO, Census of Establishments, various years.  
 

Slowdown of the growth of unincorporated businesses and small 
firms are consequences of traditions services industry growth slowdown 
typically in sales and hotel/restaurants. Decline of the industries implies 
weakened demands for unskilled labor. Small firm have a high share of 
low pay workers and non-regular workers.  Figure 3.3 shows that among 
men, the 75% percentile wage in 1 to 4 worker establishments, that is a 
one-quartile highest pay worker, corresponds to a 25% percentile wage 
in 100 to 299 worker establishments and is lower than 25% percentile 
wage in large establishment with 300 or more workers in 2007. Small 
firms hire disproportionate share of low pay and unskilled workers. 
Consequently decline of small firms and unincorporated business 
implies weaker demand for them.  

Implication of the decline of unincorporated business and small firms 
in income inequality is provided by the fact that despite the slowdown 
of growth in unincorporated business and weakened demand for 
unskilled labor, the share of earnings in low income groups did not fall 
in 2010 compared with those in 1995. Among below the median income 
groups, the proportions of labor and business income in total market 
income did not appreciably change in 2010 compared with those 
in1995.  Growth of unincorporated businesses significantly slowed 
down in the 2000s but the low income group still depend heavily on 
business income and income shares earnings did not rise nor declined in 
2010 compared with fifteen years ago. In comparison among the above 
median group income shares of earnings grew as the share of earnings 
grew in household income (Table 3.1).  Transition to new earnings 
opportunity has not been easy for the less skilled group workers in the 
post-crisis era. 
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▌ Figure 3.3 ▌  Distribution of Monthly Earnings by Establishment Sizes 

A. Men    B. Women 

 
Source : Author’s calculation from EAPS, supplementary survey, August 2007. 

 
▌ Table 3.8 ▌  Shares of Earnings and Business Income in Market Income  

by Income Decile Groups  
(unit: %) 

Earnings Business income 

Deciles 1990 1995 2000 2005 2010 1990 1995 2000 2005 2010 

1 58 55 52 58 64 29 34 29 24 19 
2 66 67 58 60 66 28 27 32 29 26 
3 65 62 58 62 65 30 34 36 31 30 
4 69 69 59 61 70 26 28 34 33 26 
5 66 65 58 64 69 28 32 36 31 27 
6 67 63 62 69 69 29 33 33 27 26 
7 66 65 64 67 71 30 31 30 28 24 
8 66 65 65 72 72 30 30 30 24 25 
9 67 64 65 69 75 28 30 29 26 22 
10 61 58 70 76 77 34 37 25 20 18 

Source : Author’s calculation from yearly HIES data sets. 
 

3.5. Business Income  
 
Business income in the HIES data set is defined as incomes that are 

transferred from the business to the households and excludes retained 
profits. Rents from real estate or equipment lease are included in this 
income category.  
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Figure 3.4 graphs the share of business income in household income, 
its contribution to market income Gini coefficient, and the trend of the 
business income Gini coefficient when individuals are ranked according 
to sizes of business income. The Gini coefficient in real blue line is for 
all individuals in urban household with 2+ family members and with a 
head younger than 65. Households’ income from business, which 
includes self-employment income, declined in its share of income since 
the mid-1990, with an accelerated pace since 2003. Increase of Gini 
values of business income distribution reflects concentration of business 
income as small firms disappears. 

If we plot the distribution (probability density function) of household 
heads’ business income, among those with positive business incomes, 
there has been literally no growth in business income distribution from 
2003 to 2008 (Figure 3.2 Panel A). In the 1990s business income 
distribution continued to shift to the right, which means an even 
improvement of income, paralleled by earnings distribution shift in the 
period. Even in the years following the crisis business income 
distribution continued to improve, when earnings distribution stopped to 
improve (Figure 3.2 Panel B). 

 
▌ Figure 3.4 ▌  Business Income Gini, Income Share and Contribution to Income  

Inequality 

 
Source : Author’s calculation from yearly HIES data sets. 
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highest share of business income earners. But by 2010 it has the least of 
business income earners.  

 
▌ Table 3.9 ▌  Shares of Business Income Earners Among Family Heads by Income  

Groups  
(unit: %) 

Year 1 2 3 4 5 6 7 8 9 10 Average 

1995 32 29 27 28 28 30 31 29 33 35 30.1 
2000 37 27 31 32 31 29 40 35 27 22 31.1 
2008 27 28 29 35 29 30 23 25 17 14 25.7 

Note : No income heads are excluded. 
Source : Authors’ calculation from KNSO, HIES data sets.  

 
In the next section it is shown that the share of household income as 

a share of national disposable income continued to decline and the fall 
has accelerated after the 1997 crisis. And the major reason for it is the 
decrease of profits that accrues to households. And we have seen that 
unincorporated businesses have lost ground to business incorporations. 
A natural and legitimate question would be what has caused the decline 
of unincorporated business and growth of business incorporations in the 
2000s with its negative effects upon income distribution. Services 
industries did not shrink although manufacturing sector production share 
has been high as Korea strengthened it export sector and accumulated 
foreign reserves to protect it foreign currency position. And consumption 
did not decline as a share of NDI. The pattern of services industry 
structural shift is such that small firms and self-employment lost ground 
and a little larger firms replaced them. Self-employed are consisted of 
better educated than before and are in their middle ages. Workers prefer 
self-employment than wage earners and the common constraints that 
prevent them from opening up a business is lack of capital and 
knowledge, which in this case is the business experience to run his or 
her own business. In the 2000s, bank loans to households have increased 
as they are released from massive credit demands from the industries. 
And business knowledge has been accumulated from workers 
employment experience in various types of companies. It seems that 
availability of capital and knowledge for business has been the major 
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factor for the incorporated business growth in the 2000s, which might be 
called as an ‘incorporation trend.’ As such the incorporation trend 
would hardly be turned around and ways for a more equal income 
distribution would have to be sought in expanding opportunities of wage 
earnings.  
 

3.6. Property Income 
 
The HIES data property income includes interests received, 

dividends, and other incomes from properties. But its share in the data is 
tiny, less than 1% of total household income, whereas they are 8 to 10% 
in richer countries. Such a discrepancy seems to imply gaps in the range 
of incomes that are counted as property income. Some property incomes 
are hardly distinguished from asset gains and it seems that a significant 
portion is classified as asset gains, whereas in other countries they are 
counted as property income. Its contribution to income Gini is less than 
0.5% and the income source does not have any meaningful impact on 
income inequality according to the current definition of the HIES data.  

 
 

4. Functional Distribution of Income 
 

4.1. Functional Distribution and Personal Distribution  
 

The discussion in the previous sections suggests that Korea’s income 
inequality growth may be caused or at least accelerated by macroeconomic 
events. When the inequality trend changed direction in the second half 
of the 1990s, major macro also reversed its direction. Functional 
distribution means income distribution by factors. Functional 
distribution of national income between wages, profits, and rents is 
important for macroeconomic functioning of an economy and reflects 
macroeconomic situation. The link between functional distribution and 
income inequality, which is concerned with inequality between 
individuals within the household sector, is not very firm, and may well 
depend upon how functional distribution has changed. But it is highly 
probably that functional and personal distribution is linked. The forces 
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that determine functional distribution are very likely to influence 
income inequality. A functional distribution shift affects earnings 
distribution through the labor market mechanism, and a distribution shift 
across institutional sectors affects the structure of household income.  

Production factors have very different distribution. Property 
distribution is much more concentrated than labor, and changing shares 
of property and labor income alters income distribution by itself.  
IMF(2007) and OECD(2007) both have devoted considerable attention 
to the decline in labor’s share in national income in advanced economies 
as reflecting the impact on workers of globalization. If labor income 
share is affected by globalization, its change could be taken as a 
measure of the impact of globalization on the economy. And the 
implication of globalization on income inequality is well understood. 
Daudey and Garcia-Penalosa (2007) found that a higher labor share (in 
manufacturing) is associated with a significantly lower Gini coefficient 
for income inequality and in particular a lower share for the incomes of 
the top fifth of the population in a study covering 39 countries, both 
OECD and developing countries. Checci and Garcia-Penalosa (2005) 
found that ‘the labor share is a fundamental aspect of overall inequality 
patterns, with an impact as important as that of relative wages.’  

An opposing view claims that there is no necessary connection 
between the share of value added paid as wages and the share of 
household disposable income going to low-income groups.18 If business 
income is taken into account low income groups are not necessarily 
those with high earnings share in their income. If low a income group 
receives just wages and a high income group receives wage and capital 
income and capital-labor substitution elasticity is 1, an increase in the 
number of low income will lead to an increase in their income share.19 A 
mathematical necessity does not exist between a declining labor share 
and inequality, but if we consider the causes of labor share decline, it is 
more likely to be associated with higher inequality. If trade allows a 
country to specialize in areas of comparative advantage according to the 
Hecksher-Ohlin model, capital-rich countries will specialize in the 

                                                      
18  OECD (2008), p.35. 
19  Lam(1997) 
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production of capital intensive goods. Returns to labor, the relatively 
scarce factor, would gradually decline, and labor’s share would fall as 
specialization progresses. In this case the force behind a declining labor 
share would raise inequality at the same time (Guscina, 2006). 
Accumulation of ICT capital and labor-saving technology which have a 
negative impact on labor’s share, favors the skilled tilting income 
distribution towards them. Thus, there may not exist an exact causality 
relationship but if we consider the underlying forces, the two 
phenomena are likely to be linked.  

Korea’s inequality growth is in common with those in richer OECD 
countries, but its timing is different, and it accompanied a decline of 
self-employment and small firms in the 2000s unlike in those 
economies. Such a difference in patterns suggests that Korea’s income 
inequality is driven not only by common factors but also by Korea 
specific factors. And the specific factors are likely to be related to 
Korea’s macro economic situation after its foreign currency crisis in 
1997. For this reason this section reviews the large shifts in functional 
distribution and in shares by institutional sectors.  

 
4.2. Labor Income Share Trend 

 
Labor income share means the proportion of income that accrues to 

labor inputs in production. In fact, labor income share can be diversely 
defined. The simplest measure of labor’s share in income is the 
proportion of wages and salaries to GDP, Gross Domestic Product. The 
bottom line in Figure 4.1 shows its trend. The share of wages and 
salaries in GDP rose steadily since 1975 and peaked in 1996 at 47%, but 
it fell steeply after the 1997 crisis until 1999. It bounced mildly 
afterwards but failed to recover the previous peak level and stays around 
45% recently.  

In measuring income, national disposable income (NDI) is more 
appropriate than GDP because it subtracts capital depreciation. Capital 
depreciation is the part of production cost that does not accrue to either 
labor or capital, hence constitutes the gap between production and 
income. If capital depreciation not subtracted, income share of capital is 
overvalued. Being an income measure, NDI is equal to the sum of total 
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consumption and saving. Technically, NDI is GNDI (gross national 
disposable income) net of capital depreciation. GNDI is obtained from 
GDP after some adjustments for foreign factor incomes and transfers.  

The real line, second from the bottom depicts the trend of wages and 
salaries as a proportion to NDI. If we ignore the small adjustments, the 
difference between GDP and NDI is capital depreciation and widened 
gap between the two lines represent growing share of capital 
depreciation in GDP. The proportion of capital appreciation to GDP is 
11% in 1990 and 13% in 2010. A higher proportion implies that the 
Korean economy employs more capital and incurs higher capital cost in 
production. The current level is not a particularly high or low, and 
similar with those in other countries. When capital depreciation is 
excluded, labor’s share in 2009 at 47% is still below its peak level of 
49% in 1996 but higher than the levels in the early 1990s.  

Social security and pension contributions are labor costs incurred to 
employers but they actually accrue to employees, and constitute a part 
of labor income. Employee compensation (EC) adds employers’ social 
security and pension contributions to wages and salaries. The line above 
is ratios of employee compensation to NDI. As social contributions 
increased appreciably after the 1997 crisis, when they are added up, 
labor income share in 2009 is at 53% which is close to its peak level of 
55% in 1996.  

The top line is employee compensation (EC) over national income 
(NI) or equivalently national income at factor cost. National income 
(NI) subtracts net indirect taxes and net foreign transfers from national 
disposable income (NDI) because they do not accrue to either labor or 
business. Thus, national income (NI) is the sum of employee 
compensation and business profits (including their foreign sector parts). 
And labor’s income share in NI is its income share in the business 
sector. The published ‘labor income share’ by the Statistics Korea 
corresponds to this measures of labor income share.20 The share stands 
at 58.9% as of 2010. ‘Labor income share’ in Korea steadily grew from 
the 1970s, with a pronounced growth in the second half of the 1980s, 

                                                      
20 The official English translation of labor income share is ‘Employment costs to gross 

value added.’ But ‘gross value added’ does not mean gross of capital depreciation.  
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and reached a peak at 62.6% in 1996.21 It fell as much as 4.6% points 
after the crisis but regained most of its loss afterwards. However, labor 
income share growth is stagnant in any measure of labor income share 
and its peak level of 1996 has not been recovered yet. 

 

▌ Figure 4.1 ▌  Labor’s Share in Total Income: 1975-2010 

 
Source : The Statistics Korea, KOSIS database.  

 
Korea’s labor income share at 60% is lower than those in richer 

OECD countries, where the shares stand at around 70% or even higher. 
One important reason for Korea’s low labor income share is its large 
self-employment sector. Income from self-employment is counted as 
business income and not counted as labor income, lowering labor 
income share. Roughly, Korea’s self-employment share in total 
employment is about 10% points higher than those in richer countries. If 
we assume that the self-employed earn as much as wage earners, total 
wages and salaries would be 10% higher if they were employees. This 
would make labor income share 66% instead of 60%. Still the 
hypothetical labor share is lower than those in richer countries and the 

                                                      
21 If an inexorable ‘onward march’ of labor share in the U.S. were in the 1960 and 

1970s, in Korea it would have been from the mid-1970s to mid 1990s and ended 
with the 1997 crisis. 
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difference can be explained by lower degree of capital accumulation. If 
the elasticity of substitution between capital and labor is not one but less 
than one as empirical research finds, labor income share would increase 
if capital-labor ratio (K/L) increase by capital accumulation. 22  As 
Korea’s capital-labor ratio is lower, the remaining could be attributed to 
lower degree of capital accumulation. 

The trend of labor’s share has reversed in most advanced countries, 
and the reversal is more pronounced in Europe and Japan than in the 
US. The trends are documented by many authors, including Piketty and 
Saez (2007). In the US, labor’s share reversed around 1980 and mildly 
declined. But if top 1% of employees are left out, the decline is as steep 
as its rising trend during the 1960s and 1970s. The average labor share 
of 15 OECD countries including Japan peaks in 1976 and the downward 
trend continues until 2006 where data are available (see figure in 
OECD(2008), p.35).  Korea is rather exceptional in that it did not 
experience a declining labor share. Instead it experienced a declining 
share of household business profits out of NDI (Figure 4.5), if a part of 
the profits were counted as labor income, Korea would have also 
experienced a declining labor income share.  

 
4.3. Industrial Structure Shift 

 
One of the factors behind declining labor’s share may be shifts in 

composition of economic activities or industries. For example, 
manufacturing has a higher labor income share than finances, and a shift 
from manufacturing towards finances would reduce labor’s share. In 
Korea as well, it has been often pointed out that manufacturing 
employment reduction may have caused labor income share to decline 
and consequently inequality rise. Korea’s manufacturing employment 
has decreased since the early 1990s as the industries move towards more 
capital and technology intensive industries and as more production is 

                                                      
22 For example, Rowthorn (1999) finds capital-labor substitution elasticity is less than 

one. European Commission(2008), Chapter 5 finds capital and low skilled labor are 
substitutes while capital and medium- or high-skilled labor are on average 
complements. When the latter effect predominates, labor share increases when 
capital labor ratio goes up. 



 

332 Fiscal Sustainability and Innovative Welfare System 

outsourced. Figure 4.2 is the trend of labor income shares, defined as the 
ratio employee compensation to industry national income at factor 
prices, for all industries (inclusive of agriculture), manufacturing, and 
all industries except manufacturing. Manufacturing has higher labor 
income share than others and growth of the industry has contributed to 
raise overall labor income share. Manufacturing’s labor income share 
rise was pronounced from the mid-1980s to the mid-1990s and reached 
a peak in 1996 at 72%. After a sharp fall following the crisis, its current 
level is not different from those in other industries.  

But industrial structure shift itself had little sustained effect on 
labor’s share. Figure 4.2 shows that even without manufacturing sector, 
labor income share growth would have become stagnant after 1997. 
Labor income share drop in manufacturing did contribute to overall fall 
of labor’s share but it is not a major factor but a part of the factors, as 
will be confirmed by a simple mathematics below. Globalization and 
consequent manufacturing employment decrease, and fall of labor’ 
share in manufacturing have been often cited as the major cause for 
widened inequality. But after the 1997 crisis, the gap in labor’s share 
between industries largely disappeared as shown by the narrowing of 
distance between dotted and real line in Figure 4.2.  

 
▌ Figure 4.2 ▌  Labor Income Share in All Industries and Manufacturing: 1975-2010 

 
Source : The Statistics Korea, KOSIS database.  
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As the share of manufacturing in total national income at factor price 
is 30%, a drop of 10% point of labor income share would have resulted 
in a drop of 3% point in the trend of overall labor income share. In 
Figure 4, contribution of high manufacturing labor income share is 
revealed by the gap in labor shares between all industries and non-
manufacturing. After the 1997 crisis, the gap between the two lines 
disappears. Non-manufacturing labor income share has led overall labor 
income share growth previously but since the mid 1990s its growth 
became stagnant. Manufacturing employment decrease is only part of 
the whole story of stagnant labor income growth.  

Effects of industrial structure shift on labor income share can be 
analyzed using the following simple equation.  Labor income share SL is 
the sum of labor income W  (employee compensation) across all 
industries divided by sum of all industry national incomes, Y . Hence it 
is equal to the sum of labor income share by industries weighted by the 
industry’s share in national income.  Mathematically, 

 SL ∑ W∑ Y ∑  W /Y  Y∑ Y  ∑ WY y  , where y Y∑ Y  

 
To see the effect of industrial structure shift on labor income, Figure 

4.3 compares labor income share trend with those with industry weights 
given by (i) 1995 industry weights, and (ii) 2010 industry weight.  The 
figure shows that labor income share evaluated at 2010 industrial 
structure is higher than that weighted by 1995 structure. The industrial 
structure shift from 1995 to 2010 had an effect towards raising labor 
income share, and not towards lowering labor’s share. 23  The 2010 
industrial structure has, compared with that in 1995, larger weights in 
manufacturing, health and social service, education, and business 
services, and smaller weights in construction, agriculture, and sales and 
hotel/restaurants industries. Among the shifts, the growth of social 
service industries such as health and social services, education, and 

                                                      
23 Likewise, in major European economies, the compositional changes in industries had 

only a minor long-term effect of wage share, and a prolonged decline of labor 
income share is mostly due to changes within individual industries. (De Serres et al., 
2002) 
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business services contributed to labor income share rise.  Manufacturing’s 
share in national income has grown from 25% to 30%, but as the labor 
income share in manufacturing is not any higher than those in other 
industries in 2010, its growth little changes aggregate labor income 
share. If it were not for a transition towards service industries, labor 
income share would have dropped even more.  

In richer countries, at issue are the effects of de-industrialization, a 
lower share of manufacturing in value added, and growth of financial 
industries. But in Korea, manufacturing share did not decrease and 
finances and insurances industry grew just by 1% point from 3% to 4% 
in its share of national income from 1995 to 2010. Hence industrial shift 
has just a little effect in labor’s share. As total labor share is the sum of 
industry labor share weighted by the industry’s weights in value added, 
the change is the sum of changes by industries.  

 SL SL  ∑ ω y ω y  , where ω WY , y Y∑ Y  

 
From 1995 to 2010, total labor share change is -0.009, from 0.600 to 

0.591. Manufacturing’s contribution to total labor income share dropped  
 

▌ Figure 4.3 ▌  Industrial Structure Shift and Labor Income Shares 

 
Source : The Statistics Korea, KOSIS database.  
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by -0.007 from 0.173 to 0.165. On the other hand, the combined effect 
of education and health/social services industries in labor income share 
growth is 0.030. A large negative effect on labor’s share is done by 
construction, which is -0.024 in the period. Internal factors contributed 
more to the decline of labor’s share. 

 
4.4. Income shares by Institutional Sectors 
 
To see how labor income share growth has become stagnant, we need to 

look into the trend of labor income share by institutional sectors. The 
Statistics Korea publishes sources and uses of income by institutional 
sectors of households and not-for-profit organizations, non-financial 
corporations, financial corporations, government, and foreign sector. 
Unincorporated sectors are merged into household sector.24 However, 
employment compensation in each sector is not published, just 
household income by sources is available.  

Figure 4.4 is the trend of shares of national disposable income (NDI) 
by institutional sectors from 1975 to 2010. A prominent change after  

  
▌ Figure 4.4 ▌  Trend of National Disposable Income Shares by Institutional Sectors 
 

 
Note : NDI(national disposable income) includes indirect taxes.  
Source : The Statistics Korea, KOSIS database.  

                                                      
24 For classifications of institutional sectors, see Park, Hyung Soo (2002), p.44 and UN, 

SNA 2008. 
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▌ Figure 4.5 ▌  Household Income by Sources as a Proportion to NDI 

 
Source : The Statistics Korea, KOSIS database.  

 
1997 is growth of shares of financial and non-financial corporations in 
national income and corresponding drop in households’ share. The 
households’ share of income consistently fell from 1997, and the trend 
accelerated in the 2000s. Labor’s share is stagnant during the 2000s but 
an accelerated fall of the share of unincorporated business dragged 
down the share of households’ income in NDI. 

The separate trend of employee compensation and unincorporated 
business income can be confirmed from a graph of household income by 
sources represented as a proportion to NDI, given in Figure 4.5. As 
employee compensation belongs to households, the ratio of it to NDI is 
the labor income share given in Figure 4.1. Its trend is largely stagnant 
since 1996, but business profits, that is, profits from unincorporated 
business continued to fall and dragged down household’s income share. 
The falling trend of business profits reflects the decline of self-
employment and small firms. From the 1970s to the 1990s, the share of 
employee compensation steadily grew as a proportion to NDI, while the 
share of profits from unincorporated business steadily fell. The sum of 
these two incomes made household’s share in NDI stable around 75% 
until the 1990s. But in the post-crisis era, the rise of the share of 
employee compensation became stagnant, and the fall of unincorporated 
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business profits accelerated, resulting in a fall in household’s income 
share and making it to stay around 65% in the 2000s. 

As the household income share lowered in the 2000s, the income 
shares of non-financial corporations and financial corporations gained. 
Their income shares were both 2% in 2000, but their shares became 
10% and 4%, respectively in 2010 (Figure 4.4), while households share 
dropped from 70% to 63%. Government’s share is 25% and 23% in the 
years. 

Income shifts resulted in a large change in wealth distribution across 
institutional sectors. Table 4.1 is from the capital accounts table of 
national income by institutional sectors. The unit is trillion nominal won 
and subject to inflation, but the statistics show a very strong and 
persistent increase in magnitude of domestic and foreign saving. 
(Foreign sector net worth is negative of net savings abroad.) Since 1997, 
corporate sector net worth has enormously increased, savings abroad has 
greatly increased; while household net worth growth is stagnant, it 
actually fell. The steep growth of domestic savings in the post-crisis era 
is fueled by corporate and government sector savings. Before the crisis, 
half of domestic savings was household savings, but currently it is 14%. 
The foreign exchange crisis in 1997 left an enormous impact on the 
Korean economy. 

 
▌ Table 4.1 ▌  Changes in net Worth Due to Savings and Capital Transfers  

by Institutional Sectors  
(unit: 2010 trillion KRW) 

1990  1995  2000  2005  2010  
Non-financial corporations 7.5  14.5  13.0  44.2  102.7  
Financial corporations 2.5  7.3  10.1  14.1  36.5  
Government 11.9  29.0  56.2  63.4  54.4  
household and not-for-profit 30.0  49.2  35.2  38.5  31.2  
domestic 51.8  100.0  114.5  160.2  224.8  
foreign 0.8  4.2  -14.1  -17.6  -28.1  

Source : The Statistics Korea, KOSIS database.  
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CHAPTER 9 
 Development Effectiveness of the Paris Declaration: 

An Empirical Evaluation 
 

1 
by 

Kye Woo Lee* 
(KDI School of Public Policy and Management) 

 
 
This study aims to assess the development effectiveness of the Paris 

Declaration (2005). Using data collected by the OECD/DAC from 78 
developing countries for the period 2005~2010, this study evaluates the 
role played by the Paris Declaration principles alone and in interaction 
with aid in promoting per-capita GDP growth. 

The analysis shows that the overall net impact of aid on promoting 
economic growth has been negative. However, aid effectiveness has 
been enhanced by the sound policies or institutions and some Paris 
Declaration (PD) principles. Of the five principles of the PD, only the 
alignment and, to some extent, mutual accountability principles of the 
PD did show a significant and positive role in making aid more effective 
for economic growth of aid recipient countries. Therefore, OECD’s 
statement that the PD enhances aid effectiveness is supported only 
partially. 

These findings have significant implications for the importance 
accorded to sound policies and institutions in the growth literature, and 
for future international development cooperation agenda. 

                                                      
* E-mail address: kwlee@kdis.ac.kr 



 

 CHAPTER 9 _ Effectiveness of the Paris Declaration: An Empirical Evaluation 341 

1. Introduction 
 
This paper aims to evaluate the impact of the Paris Declaration on 

Aid Effectiveness. In particular, it examines the claim that adopting the 
declaration’s principles helps promote developing countries’ economic 
growth.  

At the Second Hi-Level Forum on Aid Effectiveness in Paris (2005), 
more than 180 Ministers of developed and developing countries 
responsible for promoting development and Heads of multilateral and 
bilateral development agencies resolved to take far-reaching reform of 
the ways they deliver and manage aid. They also agreed on 12 action 
indicators and targets to be attained by 2010. OECD claims that this 
Declaration builds on the lessons learned over many years about what 
works. It also claims that donors and recipients are committed to adopt 
the best policies and principles in aid management to increase the 
impact that aid has in reducing poverty and inequality, and increasing 
growth of developing countries (OECD, 2009).  

The Declaration incorporated five principles: establishment of the 
country ownership of development policies and strategies; alignment of 
donor aid to developing countries’ priorities and systems in a 
predictable and transparent manner; donor efforts to harmonize aid 
practices; results-oriented aid management; and mutual accountability 
by both donors and recipients (Paris High Level Forum, 2005).   

In preparation for the Fourth High Level Meeting on Aid 
Effectiveness in Busan (2011), the OECD published a progress report 
on the Paris Declaration’s implementation. It said that considerable 
progress had been made toward many of the 12 targets, with one 
(ownership) being fully met, and noted significant variation in the 
direction and pace of progress among donors and recipients (OECD, 
2011).  

However, as yet, there have been no evaluation studies of the Paris 
Declaration’s impact on either poverty reduction or economic growth. 
Moreover, the OECD’s claim that adoption of the Declaration’s five 
principles of aid management would promote economic growth and 
reduce poverty and inequality has never been tested empirically. This 
study aims to fill this gap in aid effectiveness debates and determine 
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whether the Paris Declaration has made any positive contribution to aid 
effectiveness and achievement of the Millennium Development Goals. 
Such evaluation is important when post-MDG policies and strategies are 
being actively discussed by both developed and developing country 
governments, as well as international development agencies. If the five 
principles of the Paris Declaration were proved to be effective in 
promoting aid effectiveness and economic growth, they could be 
credited to continue playing important role in the post-MDG era. 
However, to date there has been no empirical proof that the Paris 
Declaration has facilitated aid effectiveness. Moreover, until the Paris 
Declaration was agreed upon in 2005, there had been running debates in 
the literature on aid effectiveness or on the causes of aid ineffectiveness. 
These topics are still one of the most hotly debated subjects in the 
literature of development economics. Therefore, this study evaluates 
empirically whether the Paris Declaration has actually facilitated aid’s 
impact on development. 

The rest of this paper is organized as follows: the second section 
reviews the literature on aid effectiveness, highlighting the significance 
of the Paris Declaration in quelling the debate over aid management; the 
third section describes the method and data of the empirical test adopted 
in this study; the fourth section discusses the findings of the empirical 
evaluation; and the last section provides concluding remarks and 
recommendations. 

 
 

2. Literature Review 
 

Numerous empirical studies have confirmed that economic growth is 
necessary for sustained improvement of human welfare and poverty 
reduction (Dollar and Kraay, 2002). Consensus seems to have been 
largely achieved on the positive role played for economic growth by 
investment in fixed assets, human capital, policies and institutions, 
trade, and foreign direct investment. However, scholars disagree on 
other causes of economic growth.  

One dispute is over whether foreign aid can spur developing 
countries’ economic growth. Cross-country studies have tended to yield 
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ambiguous, sometimes even conflicting results. They also differ in the 
econometric specifications used, the number of years covered in the 
analysis, the independent variables included, and the number of 
countries investigated in the studies. Time-series country studies also 
failed to produce any conclusive results. Both cross-country and time-
series literature on aid effectiveness can be divided into two groups: one 
which argues in favor of aid effectiveness, and the other which argues 
against aid effectiveness (Hussen and Lee, 2012). 

  
2.1. Studies in Favor of Aid Effectiveness 
 
The studies that favor aid effectiveness for economic growth are 

represented by Papanek (1973), Hansen and Tarp (2000 and 2001), 
Dalgaard and Hansen (2001), Gomanee et al. (2005), and Arndt et al. 
(2010). The most controversial studies are the ones made by the World 
Bank (1998) and Burnside and Dollar (2000). These studies show that 
aid is ineffective for per-capita GDP growth in general, but is effective 
in a sound policy and institutional environment. In other words, aid 
alone is not effective for economic growth, but becomes effective when 
it interacts with sound policies  

Critics argued that these studies’ results are very much dependent on 
the data and specifications of estimation models and that the policy 
concept is too narrow (Hansen and Tarp, 2000 and 2001; and Easterly et 
al., 2003). However, these results, particularly the significant and 
positive aid-policy interaction effects, are reconfirmed even with a 
broader concept of policy (i.e., CPIA), refined aid data, and 
specifications (Collier and Dollar, 2002). On the basis of these 
reconfirmed results, the Collier and Dollar study demonstrates that 
assistance would be more effective if more aid were allocated to 
countries with lower income and sounder policies. Later studies such as 
Clemens et al. (2004) find that aid effectiveness is not conditional on 
policies, but that aid becomes more effective in developing countries 
with sounder policies and higher levels of human capital accumulation. 

The Paris Declaration principles are a kind of sound policies and 
institutions for managing aid and aid relationships. Therefore, this study 
evaluates whether aid becomes effective or more effective when aid 
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donors and recipients have adopted the Paris Declaration principles as 
part of sound policies and institutions.    

 
2.2. Studies Against Aid Effectiveness 
 
The studies that argue against aid effectiveness can be divided into 

three subgroups by the identified causes of ineffectiveness. The first 
argues that aid is ineffective due to conditions and constraints in 
developing countries; the second blames the very nature of the donor-
recipient relationship; and the third targets the constraints and incentive 
systems of donor countries (Paul, 2006). They argue that each of these 
factors prevents aid from being placed in investment or consumption 
that can be used effectively for growth and poverty reduction. 

 
A. Recipient Constraints 
 
Boone (1996) investigated the impact of foreign aid on investment, 

consumption, and measures of well-being of 91 countries for the period 
1971~1990. He found that aid increased consumption more than 
investment and growth. Boone argued that the current political regimes 
in recipient countries prevent aid from being an effective tool for 
promoting growth, and that a liberal political regime is important for 
growth promotion and poverty reduction through aid. Since government 
is not representative and serves particular interest groups (through 
distortionary taxes), aid becomes distorted to serve the interest groups. 
Therefore, poverty reduction and human development do not improve. 
Other studies follow more or less the same line of argument (Adam and 
O’Connell, 1999; Pedersen, 1995; Svensson, 2000; Lahiri and 
Raimondos- Møller, 2004).  

Ovaska (2003) studied 86 developing countries over the period 
1975~1998 and found a negative relationship between aid and economic 
growth mainly because the aid-policy interaction term turned out to be 
consistently negative. In other words, giving more aid to countries with 
good policies and institutions worked against economic growth. The 
author suspects that aid may have played a role against the work efforts 
of the recipient countries or donors must have tied the use of the aid 
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against growth. In contrast to earlier studies, the author used a broader 
measure of policy and institution, two alternative concepts of aid, and a 
fixed effect least squares model.  

Rajan and Subramanian (2005 and 2007) also failed to find any 
positive effects of aid on economic growth in the short and medium 
terms, and even found a negative relationship in the long run. They 
suspect that aid might reduce the quality of governance since aid 
inflows might reduce the need for governments to tax the governed or 
enlist their cooperation. 

 
B. Agency Problems in Aid Relationship 
 
Kanbur and Sandler (1999) and other studies (Azam and Laffont, 

2003; Dixit, 2003; Laffont and Martimort, 2002; Martens et al., 2002; 
Seabright, 2002) argue that as with a principal and agent contract, a 
donor and recipient relationship produces conflicting views on the 
objective of aid (desirability of poverty reduction), divergent interests, 
and asymmetric information. Consequently, donors and recipients 
typically have mismatched incentives, broken information feedback, and 
a reluctance to collaborate toward institutional reform. 

To overcome such a dysfunctional relationship, the studies suggest 
that conditionality be used in all types of aid, or that all bilateral aid be 
pooled and entrusted to a multilateral aid agency for objective and 
optimal allocation to all eligible developing countries (Kanbur, 2003). 
However, records have shown problems with conditionality aid: donor-
designed projects depriving recipients of ownership, moral hazards and 
adverse selection, cooperation among donors producing crowding-out 
effects, weakening donors’ commitment, incomplete enforcement of 
conditionality, and ultimately shaken credibility of conditionality 
(Svensson, 2003; Pedersen, 2001).  

Therefore, some studies argue for ex-post conditionality in contrast 
to traditional ex-ante conditionality, favoring aid for sector and budget 
support programs, or linking aid allocations to observed outputs or 
results (Adam et al., 2004; Nissanke, 2008). Without a doubt, aid with 
ex-post conditionality enhances the predictability of aid allocations, 
ownership of recipients, and sounder donor-recipient relationships. 
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However, performance-based aid allocations and aid with ex-post 
conditionality also have encountered problems with recipients’ limited 
absorptive capacity and have created a high level of aid volatility (Eifert 
and Gelb, 2005).  

 
C. Donor’s Constraints 
 
Alesina and Dollar (2000) attribute aid ineffectiveness to historical 

relations, such as that of a donor country to a former colony, and to 
donors’ strategic behaviors. The strategic behaviors include not only 
exchange of political gifts by governments at international negotiations 
(Lundborg, 1998), but also enterprises’ lobbying activities to pursue 
economic and commercial interests in recipient countries (Villanger, 
2006). Some studies attribute aid ineffectiveness to the failure of 
bureaucracy in allocating aid optimally and closely monitoring and 
evaluating execution of aid projects and programs (Easterly, 2003).  

 
D. Paris Declaration on Aid Effectiveness 
 
Adoption of the Paris Declaration on Aid Effectiveness in 2005 was 

based on the realization that aid ineffectiveness was caused by a 
combination of failures on the part of both donors and recipients. Such 
realization was fostered through discussions at the First High Level 
Forum on Harmonization in Rome in 2003 and at the Roundtable on 
Managing for Development Results in Marrakech in 2004.  

As mentioned before, the Paris Declaration incorporated five 
principles derived from the past failures of both donors and recipients. 
The principles sought to encourage both donors and recipients to 
collaborate on enhancing aid effectiveness and be mutually accountable 
on aid management. These principles of the Paris Declaration takes into 
account the earlier argument that emphasized the agency problem in the 
donor-recipient relationship. Recipients are urged to take greater 
ownership of development policies and strategies; donors are urged to 
coordinate and harmonize aid efforts with recipients and other donors. 
These principles of the Paris Declaration aim to overcome the past 
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criticisms that highlighted either only the recipients’ constraints or only 
the donors’ problems.  

Under the OECD’s auspices, more than 180 representatives of 
donors and recipients established 12 indicators and action targets to be 
achieved by 2007 and 2010 to assess progress on the five principles of 
the Paris Declaration. These 12 indicators were: operational development 
strategies, reliable public financial management systems, reliable 
procurement systems, alignment of aid flows with national priorities, 
coordinated support, use of recipient-country public financial 
management systems, use of recipient-country procurement systems, 
avoidance of parallel project implementation, aid predictability, untied 
aid, use of common arrangements or procedures, joint missions and joint 
country analytic work, results-oriented frameworks, and mutual 
accountability. 

In the end, 78 countries voluntarily agreed to participate in the 
monitoring program, and the monitored results were published at the 
mid-term review in 2008 (Clay et al., 2008) and the completion review 
in 2011 (OECD, 2011). The OECD promoted the Declaration, saying 
that it enhances aid effectiveness and contributes to the achievement of 
the Millennium Development Goals. Unfortunately, one critical 
shortcoming of the Declaration is that more than eight years after the 
launch of the Paris Declaration, there has been no evaluation of the 
agreement’s impact on either economic growth or poverty reduction 
through aid.  

Such an assessment can be made by following the methods and 
procedures of the proponents of aid effectiveness. The hypothesis to be 
tested is that aid is ineffective in general, but is effective in an 
environment where the five principles of the Paris Declaration are 
prevalent. An alternative hypothesis is that aid is effective in general, 
but is more effective in an environment where the Paris Declaration 
principles are actively practiced. To test these hypotheses, we can also 
adopt a growth equation that includes not only aid, but also an 
interactive term between aid and the Paris Declaration Indicators, 
following the precedent analyses with an interactive term between aid 
and policy (Burnside and Dollar, 2000; Collier and Dollar, 2002).  

Another shortcoming of the Paris Declaration is that it does not 



 

348 Fiscal Sustainability and Innovative Welfare System 

include any principles related to the rational or optimal allocation of aid. 
Although several studies have pointed out irrational or suboptimal aid 
allocation practices for historic, strategic, or commercial reasons 
(Alensina and Dollar, 2000), the Paris Declaration does not include any 
principles that can serve to improve this area. Some studies bear out the 
trend of more selective aid allocations in line with optimal aid allocation 
criteria since the end of the Cold War (Dollar and Levin, 2004; 
Bandyopadhyay and Wall, 2007). However, more recent studies show 
that suboptimal aid allocation practices are still rampant (Lee, 2012a 
and b). If the aid allocation is distorted at the early stage of an aid cycle, 
no efforts to improve aid management at later stages will be able to 
enhance aid effectiveness much.  

 
3. Empirical Evaluation Method and Data 

 
The basic specification of the growth equations used in this study is as 
follows: 

 
gPCGDPit = a + b1 IPCGDPit + b2 (Inv/GDP)it + b3 HC it + b4 

(Export/GDP)it + b5 (FDI/GDP)it +b6 (Aid/GDP)it + 
b7 (Aid/GDP)it

2 + b8 CPIAit + b9 (Aid/GDP)it*CPIAit 
+ b10 ICRGit + b11 (Aid/GDP)it*ICRGit +b12 Popit +  
b13 PDit + b14 (Aid/GDP)it*PDit + eit                               (1) 

 
gPCGDPit = a + b1 IPCGDPit + b2 (Inv/GDP)it + b3 HC it + b4 

(Export/GDP)it + b5 (FDI/GDP)it + b6 (Aid/GDP)it + 
b7 (Aid/GDP)it

2 + b8 CPIAit + b9 (Aid/GDP)it* 
CPIAit + b10 ICRG + b11 (Aid/GDP)it*ICRGit + 
b12 Popit + b13 PD-1it + b14 (Aid/GDP)it*PD-1it + 
b15 PD-2it  + b16 (Aid/ GDP)it*PD-2it + b17 PD-3it + B18 

(Aid/GDP)it*PD-3it + b19 PD-4it + b120 (Aid/GDP)it*  
PD-4it + b21 PD-5it +b22(Aid/GDP)it*PD-5it+eit              (2) 
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 where  
i and t: country and year (during 2005~2010), 
 
gPCGDP: growth rates of per capita real GDP in constant 2005 US 

$ prices, 

IPCGDP: initial per capita real GDP in constant 2005 US $ prices, 

Inv/GDP: the ratio of investment to GDP (%), 

HC: the secondary education enrollment rate (% of age group) as a 
proxy for human capital, 

Aid/GDP: the ratio of Aid to GDP (%) where Aid is defined as official 
development assistance, 

(Aid/GDP)2: square of Aid/GDP, 

CPIA: proxy index of macroeconomic and social protection policies, 

(Aid/GDP)*CPIA: an interactive term between the aid ratio and policy, 

ICRG: proxy index of the institutional quality, 

(AID/GDP)*ICRG: an interactive term between the aid ratio and 
institutional quality, 

Pop: population growth rate, 

Export/GDP: the ratio between exports and GDP (%), 

FDI/GDP: the ratio between FDI inflows and GDP (%), 

PD: a composite index of Paris Declaration principles (%), which is a 
simple average of five subcomponent indexes: PD-1, PD-2, PD-3, 
PD-4, and PD-5, 

(Aid/GDP)*PD: an interactive term between the aid ratio and the PD, 

PD-1: the Paris Declaration Indicator for the ownership principle (%), 

PD-2: the Paris Declaration Indicator for the alignment principle (%), 

PD-3: the Paris Declaration Indicator for the harmonization principle 
(%), 

PD-4: the Paris Declaration Indicator for the results principle (%), 
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PD-5: the Paris Declaration Indicator for the mutual accountability 
principle (%), 

(Aid/GDP)*PD-1: an interactive term between the aid ratio and PD-1, 

(Aid/GDP)*PD-2: an interactive term between the aid ratio and PD-2, 

(Aid/GDP)*PD-3: an interactive term between the aid ratio and PD-3, 

(Aid/GDP)*PD-4: an interactive term between the aid ratio and PD-4, 

(Aid/GDP)*PD-5: an interactive term between the aid ratio and PD-5, 

e: an error term. 
 
Since the main objective of aid (Official Development Assistance: 

ODA) in this millennium era is understood as poverty reduction, the 
development effectiveness of the Paris Declaration should also be 
explored from the poverty reduction point of view. However, this study 
focuses on the economic growth objective of aid for two reasons. First, 
although poverty can be reduced by aid for delivering consumption 
goods directly to the poverty group, a more sustainable way of reducing 
poverty is to use aid for investment to promote pro-poor growth of the 
whole economy including the poverty group. Second, an effective way 
of exploring the development effect of the Paris Declaration is to collect 
data from the countries, which participated voluntarily in the monitoring 
and evaluation process of the Declaration. However, poverty indicators 
are not uniformly defined and compiled in those participating countries 
for every year. In terms of data, it is much easier and more reliable to 
compare the economic growth performance of the participating 
countries. Therefore, this study focuses on exploring the economic 
growth effects of the Paris Declaration. 

The growth equations as specified above draw on the large empirical 
literature on growth. Of course, the current literature on growth, 
especially the cross-country regression method for accounting growth, 
has several limitations. First, the cross-country regressions typically 
include control variables (such as investment and human capital) that 
are associated with transition dynamics as well as with steady-state 
income, making it hard to say that the magnitude of the coefficient on 
initial income picks up all transition dynamics. Second, the models do 
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not use observable control variables that will fully capture differences in 
steady states. Third, the control variables (for example, aid) often cannot 
avoid the endogeneity problem vis-à-vis growth (Klenow and 
Rodriguez-Clare, 1997). However, the main concern of this study is not 
to account for the speed of growth or convergence, but to explore the 
contribution of the Paris Declaration principles to aid effectiveness in 
promoting growth. Therefore, this study simply takes advantage of the 
cross-country regression method, accepting its limitations and avoiding 
the main controversy among different growth models. This study does 
not use the pure cross-country regression method, but adopts a cross-
country and time-series panel regression method, controlling for 
differences in steady states among countries. Also, this study use proper 
econometric techniques to avoid the edogeneity problem between some 
control variables and growth.   

The two equations above allow growth rates during the study period 
to depend on the initial level of GDP per capita, so that the model can 
measure the conditional rate of conversion of the economy to its long-
run steady-state position. Based on the neo-classical economic growth 
model, the coefficient on this variable is expected to be negative, i.e., 
the higher the initial income level, the lower the growth rate.  

The general strategy of the model is to account for policy and 
institutional distortions in developing countries in view of the emphasis 
placed on these factors in the growth literature. For this purpose, this 
study uses the Country Performance and Institution Assessment (CPIA) 
and the International Country Risk Guidance (ICRG) Indexes. The 
CPIA index measures soundness of macroeconomic and social 
protection policies of a country. The CPIA, compiled by the World 
Bank, has 20 equally weighted components, each ranking all countries 
ordinally from one through six, which indicates the best performance. 
This policy index is expected to show positive effects on growth, as in 
the earlier empirical studies (Burnside and Dollar, 2000; Collier and 
Dollar, 2002).  

The International Country Risk Guide (ICRG), which captures the 
institutional quality, measures long-term characteristics of a country that 
affect both growth performance and policy. This study adds only three 
scores among many sub-categories of the composite index: corruption 
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(0~6 scores), law and order (0~6 scores), and bureaucracy quality (0~4 
scores). All three components are clearly linked to governance, highly 
relevant for development issues, and scaled so that a higher level 
indicates a better quality. Like the policy variable, this institutional 
quality variable is expected to show positive effects on growth, as in the 
earlier studies. Another such explanatory variable is population growth 
rates, which may affect per capita GDP growth either negatively or 
positively.  

The growth equations above include three additional independent 
variables, which have not usually been included in earlier empirical 
growth literature. They are investment ratios, secondary school enrollment 
rates, export ratios, and FDI ratios. The neoclassical growth theory 
identifies these variables as important determinants of growth. Increases 
in the investment ratios will expand capital available per capita, the 
higher secondary school enrollment rates will indicate the higher skill 
level of the population and total productivity, and the rising export ratio 
and FDI ratio will increase not only availability of resources needed for 
investment, but also  technological diffusion (Barro and Sala-i-Martin, 
1995; Barro, Mankiw, and Sal-i-Martin, 1995; Lucas, 1988; Romer, 1990; 
and Klenow and Rodriguez-Clare, 1997). Therefore, their inclusion in 
the growth equations will reduce the potential bias in the estimation of 
coefficients by limiting the omitted variables, and these variables are 
expected to show positive effects on growth.  

The sign of the Aid variable (Ai/GDP) in this study is uncertain in 
view of the hot debate among development economists and the varying 
results of existing empirical studies. However, the sign of the aid square 
variable would be negative, as several previous studies show. An ever 
increasing amount of aid beyond the absorptive capacity of the recipient 
countries would result in a diminishing return to aid on economic 
growth. 

The main focus of the growth equations in this study is the 
interactive terms. As in earlier studies, especially by Burnside and 
Dollar (2000) and Collier and Dollar (2002), the growth equations 
above include an interactive term between aid and policy: (Aid/GDP)* 
CPIA. In addition, they include an interactive term between aid and 
institutional quality: (Aid/GDP)*ICRG. The rationale for these interactive 
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terms is that aid may not be effective by itself, but may become 
effective in a sounder policy and institutional quality environment. For 
the same reason, the growth equations of this study include an 
interactive term between aid and PD. Aid may not be effective by itself; 
however, as the OECD has stated, aid would become effective with an 
increasing level of the PD indicators, as PD is a part of sound policies 
and institutions. Therefore the interactive term would show a positive 
sign. 

In growth equation (1), the PD is a simple average of the five-PD 
principle indicators, representing the degree of: (i) ownership of aid 
recipients (PD-1); (ii) alignment of donor’s aid with recipient’s 
development strategy, investment programs, and public finance and 
procurement systems (PD-2); (iii) harmonization of aid programs and 
activities among donors (PD-3); (iv) result-orientation of aid 
management by both donors and recipients (PD-4); and (v) mutual 
accountability between donors and recipients (PD-5). Like policy and 
institution variables in the earlier studies, this Paris Declaration Index 
variable is expected to have positive effects on per capita income. 

In growth equation (2), the PD is disaggregated into five subcomponents, 
following the five principles of the Paris Declaration. Both the composite 
PD Index and five disaggregated PD Indexes are drawn from the “Aid 
Effectiveness 2005~ 2010: Progress in Implementing the Paris 
Declaration” (OECD, 2011), which was prepared by the OECD/DAC 
Working Party on Aid Effectiveness. The report is based on the findings 
of the 2011 Survey on Monitoring the Paris Declaration, which was 
conducted with support from donor organizations, participating country 
governments, and civil society organizations regarding the 12 monitoring 
indicators of the Paris Declaration in each of the participating countries. 
A total of 78 countries and territories participated in the 2011 survey, 
compared with 55 countries in 2008 and 34 countries in 2006 surveys. 
The data are expressed in percentages; however, some monitoring 
indicators (1, 2a, 2b, and 11) are assessed on an alphabetic or numeric 
scale, which are converted into percentages for consistency and 
comparability in this study, as follows: “A” = 90%, “B” =80%, “C” 
=70%, “D” = 60%, and “E” =50%. Likewise, “4.5” =90%, “4” =80%, 
“3.5” =70%, “3” =60%, “2.5” =50%, “2” =40%, and “1.5” =30%.     
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The growth equations as specified above can be estimated by several 
econometric methods, such as pooled OLS, Fixed Effect, Random 
Effect, and Hausman-Taylor analyses. The pooled OLS analysis can be 
biased due to unobserved individual factors. Thus, the Fixed and 
Random Effect analyses would be better estimation methods with the 
cross-section and time-series panel data. The Fixed Effect analysis is a 
more appropriate than the Random Effect analysis when the unobserved 
factors are correlated with explanatory variables. However, the Fixed 
Effect analysis cannot offer estimations for time-invariant variables. The 
Random Effect analysis makes a more efficient estimation when the 
unobserved individual factors are uncorrelated with explanatory 
variables. Therefore, the Hausman-Taylor analysis can be a better 
alternative. It can not only offer an estimation of the coefficient of the 
time-invariant variables, but also offer an efficient estimate even when 
the unobserved individual factors (ui) are correlated with the explanatory 
variables, as long as the explanatory variables are uncorrelated with the 
idiosyncratic error (eit). Moreover, it has an additional advantage. It can 
estimate the growth equation by controlling potential endogeneity 
between the dependent variable and some explanatory variables, such as 
the aid variable and the interactive terms between aid and policy or 
institution variables. It can test whether the estimation properly 
excluded those variables as instruments or not with a Chi square test.  

The growth equations were estimated, using the data from 78 
developing countries over the period 2005~2010. Sources for the data 
are summarized in <Appendix Table 1>, and a summary of the statistics 
is provided in <Appendix Table 2>. Data for the variables included in 
the growth equations are mostly obtained from the World Bank’s World 
Development Indicators, except for the PD index and its subcomponents, 
which come from the 2011 OECD progress report. 

 
 
4. Empirical Test Findings 
 
The results of the empirical test are summarized in the following 

table. The overall specification test shows that equation (1) is not a 
satisfactory specification for simultaneous estimation of the variables. 
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The Wald Chi square is not sufficiently large enough at the usual levels 
of significance. In contrast, the equation (2) is not rejected by the Wald 
Chi square test at a low level of significance. The only difference 
between the two growth equations is that while equation (1) uses a 
composite index of the Paris Declaration, equation (2) adopts a 
disaggregated index for each of the five principles of the Paris 
Declaration. During the estimation of equation (2), the CPIA and the 
interactive term between aid and CPIA variables are dropped, possibly 
due to the high collinearity between CPIA and ICRG.  For this reason, 
equation (1) was estimated again without the CPIA and its interactive 
terms. However, the modified specification (1) again failed to pass the 
overall specification test, as shown in Table 1.   

 
▌ Table 1 ▌  Regression Results 

Dependent variable: 
growth rate of per 

capita GDP 
Hausman-Taylor analysis method Expected sign 

of coefficient 

Independent 
variables Equation 1 Equation 2 Equation 2 

Initial GDP per capita 0 
(0.31) 

-0.004 
(0.77) (-) 

Investment/GDP 0.151 
(1.73)* 

0.46 
(2.83)*** (+) 

Human capital -0.008 
(0.17) 

-0.408 
(3.73)*** (+) 

Export/GDP 0.029 
(0.67) 

0.313 
(2.71)*** (+) 

FDI/GDP -0.025 
(0.24) 

-0.964 
(4.64)*** (+) 

Aid/GDP -1.267 
(1.77)* 

-9.707 
(4.47)*** (+/-) 

(Aid/GDP)2 0.01 
(0.51) 

-0.053 
(2.25)** ( - ) 

ICRG -0.87 
(1.35) 

-4.501 
(2.07)** (+) 

ICRG*Aid 0.11 
(1.24) 

0.43 
(1.95)* (+) 

Population growth -0.909 
(0.85) 

-3.192 
(1.07) (+/-) 
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▌ Table 1 ▌  Continued 
Dependent variable: 
growth rate of per 

capita GDP
Hausman-Taylor analysis method Expected sign 

of coefficient 

Independent 
variables Equation 1 Equation 2 Equation 2 

PD -0.016 
(0.58)  (+) 

PD*Aid 0.006 
(0.76)  (+) 

PD-1  
-0.036 
(0.3) (+) 

PD-2  
-0.602 

(4.37)*** (+) 

PD-3  
0.453 

(4.29)*** (+) 

PD-4  
-0.131 
(1.18) (+) 

PD-5  
0.095 
(0.52) (+) 

Aid*PD-1  
0.009 
(0.95) (+) 

Aid*PD-2  
0.115 

(4.80)*** (+) 

Aid*PD-3  
-0.04 

(4.28)*** (+) 

Aid*PD-4  
-0.017 

(2.67)*** (+) 

Aid*PD-5  
0.018 
(1.87)* (+) 

Constant 8.984 
(1.41) 

83.506 
(3.41)***  

Number of 
observations 79 54  

Overall specification 
test 

Wald chi2(12)=12.02 
Prob > chi2=0.4443 

Wald chi2(20)=122.80 
Prob > chi2=0.0000  

Over-identification test Chi2(7)=9.43 
Prob > chi2(7)=0.2231

Chi2(11)=11.67 
Prob > chi2(11)=0.3888  

Note : 1) Numbers in parentheses are z-value. 
2) *, **, *** represent the level of significance at 10%, 5%, and 1%, respectively. 

 
The estimation of equation (2) without the CPIA and its interactive term 
with the aid variable passed not only the Wald Chi square test for a 
simultaneous estimation, but also the over-identification test. For an 
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instrumental variable estimation, this study uses aid and its interaction 
with institution (ICRG) and five disaggregated Paris Declaration 
indexes as instruments since these variables may have endogeneity 
problems with the dependent variable, i.e., growth of GDP per capita. In 
other words, while the growth rate of income may be explained by the 
aid and its interactive terms, they may also be influenced by the growth 
rate of income. The over-identification Chi square test cannot reject the 
null hypothesis that the excluded instruments are valid instruments, i.e., 
uncorrelated with the error term and correctly excluded from the 
estimated equation. Therefore, this study’s designation of the aid and its 
interactive terms as instruments is entirely proper. The over-identification 
test also shows that this study’s estimation is robust to heteroskedasticity 
in the errors.     

The estimation result of equation (2) shows that the variations in the 
growth rate of GDP per capita are explained significantly by all the 
determinants that are traditionally mentioned in the growth literature, 
except the initial GDP per capita. Investment and export variables have 
positive effects on growth of GDP per capita. However, human capital 
and FDI variables have negative effects on growth in this data set. FDI 
is possibly in a substitutional relationship with aid. 

The coefficient on the institution variable (ICRG) is significant but 
negative, contrary to our expectation. However, its interactive term with 
aid is positive, which means that aid alone has negative effects on 
growth, but when aid is given to countries with good institutions and 
effective government, aid has positive effects on growth of per capita 
income. In other words, aid effectiveness is conditional on the level of 
institutions and governance. This finding is consistent with World Bank 
(1998), Burnside and Dollar (2000), and Collier and Dollar (2002) 
studies. 

The (Aid/GDP) and its square variables have a negative sign. Therefore, 
although aid does not appear to have positive effects on economic 
growth, aid does have a diminishing return, which is consistent with the 
earlier studies (Burnside and Dollar, 2000; Hansen and Tarp, 2000; 
Dalgaard and Hansen, 2001; Collier and Dollar, 2002). However, 
overall net effects of aid on economic growth should be assessed not on 
the basis of the sign of the (Aid/GDP) variable alone, but the marginal 
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impact of aid on growth (Ga), which can be derived from equation (2) 
(on the basis of estimated significant coefficients only), as follows: 

 
Ga = -9.707 +2 * (-0.053) (Aid/GDP) + 0.43 (ICRG) + 0.115  

(PD-2)+(-0.04) (PD-3)+(-0.017) (PD-4)+0.018 (PD-5)          (3) 
 
Aid can affect growth not only independently, but also in interaction 

with other policy/institution variables. If we take the average value of 
the variables in equation (3) from <Appendix Table 2>, the marginal 
impact of aid on growth is negative. Therefore, aid has negative effects 
on growth of GDP per capita. This finding is congruent with Ovaska 
(2003), but different from Hansen and Tarp (2000 and 2001). This may 
imply that aid has not been allocated to the countries that are capable of 
using the aid effectively for economic growth, and/or aid has not been 
applied to the sectors or programs, so as to be used productively for 
growth of per capita income. Or it may mean that aid has simply 
substituted for domestic resources used before the aid came in, and 
therefore no net additional resources have been invested for growth of 
the recipient economy as a whole (i.e., aid fungibility). These 
interpretations are consistent with the findings of the earlier studies by 
Easterly (2003), Heller (2005), Rajan and Subramanian (2005), and Lee 
(2012a and b).   

Among the disaggregated Paris Declaration indicators, the 
coefficient of PD-2 (donors’ aid aligned with recipient’s development 
strategy and programs), which has a negative sign, and PD-3 
(harmonization among donors), which has a positive sign, is statistically 
significant. PD-1 (setting up development strategy and programs by 
recipients), PD-4 (result-based aid management by donors and 
recipients), and PD-5 (mutual accountability between donors and 
recipients) have statistically insignificant coefficients.  

However, when these PD indicators interact with aid, (Aid*PD-2) and 
(Aid*PD-5) have positive effects on growth of per capita income, and 
(Aid*PD-3) and (Aid*PD-4) have small but negative effects on growth 
of per capita income. (Aid*PD-1) is statistically insignificant. This 
means that in promoting growth of per capita income, it is extremely 
important to have aid aligned with recipient country’s development 
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strategy and operational programs, making use of recipient’s public 
finance management and procurement systems, and mutually 
accountable mechanisms by both recipients and donors. This finding is 
consistent with the OECD progress report (2011). It reports that only 
one item in PD-2 out of 12 monitoring indicators of the Paris 
Declaration has been achieved during 2005~2010 period; less clear and 
consistent progress has been attained in the rest of PD-2 and PD-3 
indicators; and the least progress has been made in PD-4 and PD-5 
indicators.  

Also, this study shows that setting up development strategy and 
programs by recipients (PD-1) alone or establishing sound public 
finance management and procurement system (PD-2) alone is 
insufficient to make any positive effects on growth of income. However, 
when the recipient’s development agenda and public sector management 
systems are supported by aid (i.e., PD-2*Aid/GDP), they make positive 
effects on growth of per capita income. The same can be said on the 
mutual accountability (PD-5*Aid/GDP). Therefore, OECD’s statement 
that the Paris Declaration principles are effective in promoting aid to 
make contributions to economic growth is only partially supported by 
the data set of this study. 

 
 

5. Conclusion and Recommendations 
 

Although aid has been conceived as one of the most powerful policy 
tools for growth and poverty reduction in developing countries, its 
effectiveness has been challenged and debated for a long time. However, 
ever since the Paris Declaration was adopted by some 180 representatives 
of developed and developing country governments and international 
development organizations in 2005, it has been touted by OECD as the 
most appropriate principles and practices to make aid more effective in 
developing countries. Although more than eight years have passed since 
the Paris Declaration was adopted, there has been no rigorous analysis 
to evaluate its empirical impact on development. This study attempts to 
fill this gap in the literature. 

Using the data collected by the OECD/DCD working party from 78 
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developing countries over the period 2005~2010, this study has 
analyzed the role played by the Paris Declaration principles alone and in 
interaction with aid in promoting growth of per-capita GDP of the 
sampled countries. The analysis shows that the overall net impact of aid 
on economic growth of developing countries has been negative, but that 
aid effectiveness has been enhanced by sound institutions and some 
principles of the Paris Declaration. The five PD indicators alone had 
some mixed effects on economic growth. However, when they interact 
with aid, some of them enabled aid to have positive effects on economic 
growth. In particular, the alignment and, to some extent, the mutual 
accountability principles did play a significant and positive role in 
making aid more effective for economic growth of developing countries. 
Regarding the rest of the PD indicators, however, there is no positive 
evidence that they promote aid effects on economic growth in aid 
recipient countries.  

 These results contrast sharply with the Dalgaard and Hansen (2001) 
and Hansen and Tarp (2000 and 2001) studies, but are congruent to 
some extent with the findings of earlier studies (World Bank, 1998; 
Burnside and Dollar, 2000; Collier and Dollar, 2002) in the sense that 
aid effectiveness has been promoted by sound institutions and policies 
including some principles of the Paris Declaration.  

The ineffectiveness of some principles of the Paris Declaration 
challenges the prominent role given to policies and institutions for 
economic growth in the literature (Acemoglu et al., 2005; North, 2005; 
Rodrik et al., 2004; Collier and Dollar, 2002; Burnside and Dollar, 
2000). Conceptually and theoretically speaking, it is persuasive to 
hypothesize that the Paris Declaration enhances aid effectiveness in 
promoting economic growth. Empirically, however, this study can 
confirm only partial evidence for this hypothesis. There may be several 
reasons for this discrepancy and shortcoming.  

First, the six-year period covered in this study may be too short for 
the PD to make any visible impact on aid effectiveness. Second, 
progress made in implementing the Paris Declaration may have been too 
modest to make any significant and broad impact on aid effectiveness. 
Among the targets set for the 12 PD indicators, only one (alignment) 
was fully met, and all the other targets were attained only moderately 
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(OECD, 2011). Third, the Paris Declaration itself may be deficient in 
some manner. As indicated in the literature review above, neither the 
Declaration nor its PD indicators include any principles or targets 
related to rational or optimal allocations of aid by recipient countries, 
sectors, or programs.  

It is therefore recommended that to address the first possibility 
mentioned above, new empirical studies to evaluate the Paris 
Declaration’s role in enhancing aid effectiveness be launched again after 
more time has elapsed. In the meantime, both aid donors and recipient 
countries should make stronger efforts to implement the principles and 
indicators of the Paris Declaration. Finally, partners of the Paris 
Declaration should expand its scope to include some policies or 
principles related to optimal aid allocations to ensure that aid are placed 
to the right countries, sectors, and programs that can use it effectively 
for economic growth and poverty reduction. 

Recently, it appears that, both developed and developing countries, 
as well as international development organizations and NGOs, are 
arguably being too hasty in planning future international development 
cooperation. Rather than focusing on attaining or exceeding the targets 
of the Paris Declaration and then assessing their effectiveness on 
economic growth and development, the 2011 Busan Consensus forged a 
new global agreement for international development cooperation and 
aimed to improve effectiveness and coherence of all development policy 
tools simultaneously (such as resource mobilization, service delivery, 
foreign direct investment, trade, environmental protection, anti-climate 
changes, institutional changes, private sector development, recovery 
from economic downturns, food security, fuel price control, and future 
shocks prevention). The scope of the agenda goes much beyond 
effective aid management and seems much broader and more ambitious 
than what is warranted by the achievement record of the Paris 
Declaration to date. To promote development effectiveness, it is 
required to conceive policies broadly; however, a more focused action is 
recommended. 
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▌ Appendix ▌  

▌ Appendix Table 1 ▌  Data Sources 

Variable Explanation Source URL 

Growth rate of real 
GDP per capita 

Growth rate of GDP per capita in 
current US dollar deflated by US 
GDP deflator 

http://data.worldbank.org/indicator/NY.GDP.M
KTP.CD 

Initial GDP per  
capita GDP per capita in 2005 http://data.worldbank.org/indicator/NY.GDP.M

KTP.CD 

Investment/GDP Gross capital formation 
(% of GDP) 

http://data.worldbank.org/indicator/NE.GDI.TO
TL.ZS 

Human capital Secondary school enrollment 
rates 

http://data.worldbank.org/indicator/SE.SEC.EN
RR 

Aid/GDP Net ODA received 
(% of GNI) 

http://data.worldbank.org/indicator/DT.ODA.O
DAT.GN.ZS 

Export/GDP Exports of goods and services 
(% of GDP) 

http://data.worldbank.org/indicator/NE.EXP.G
NFS.ZS 

FDI/GDP Foreign direct investment, net 
inflows (% of GDP) 

http://data.worldbank.org/indicator/BX.KLT.DI
NV.WD.GD.ZS 

Population growth Population growth (annual %) http://data.worldbank.org/indicator/SP.POP.G
ROW 

CPIA Sum of the four CPIA clusters 
(Range 4~16) 

http://data.worldbank.org/indicator/IQ.CPA.ST
RC.XQ/countries 

ICRG 

The PRS Group, Inc. indicators 
of bureaucracy quality (Range 
0~4), corruption (0~6), and law 
and order (0~6) 

http://www.prsgroup.com/prsgroup_shoppingc
art/p-75-icrg-historical-data.aspx 

PD-1 Ownership http://www.oecd.org/dataoecd/25/30/48742718.pdf 

PD-2 Alignment http://www.oecd.org/dataoecd/25/30/48742718.pdf 

PD-3 Harmonization http://www.oecd.org/dataoecd/25/30/48742718.pdf 

PD-4 Result-oriented framework http://www.oecd.org/dataoecd/25/30/48742718.pdf 

PD-5 Mutual accountability http://www.oecd.org/dataoecd/25/30/48742718.pdf 
aPDI (Paris 
Declaration indicator)

Average of PD-1, PD-2, PD-3, 
PD-4, PD-5 http://www.oecd.org/dataoecd/25/30/48742718.pdf 
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▌ Appendix Table 2 ▌  Sample Statistics 

Variable Obs. Mean Std. Dev. Min. Max. 
GDP PC growth 229 3.59896 3.265002 -6.63703 20.24291 

Initial GDP PC 231 1392.111 1413.518 109.7554 6321.993 

Investment/GDP 192 23.90247 7.446886 8.91287 61.46868 

Human capital 163 56.44681 26.67882 9.82571 107.4882 

Export/GDP 206 33.42307 15.90339 9.75318 87.06688 

FDI/GDP 228 5.208526 6.514902 -2.49885 45.92072 

Aid/GDP 226 11.10846 17.38031 -0.17302 176.83 

(Aid/GDP)2 226 424.1364 2358.424 0.029936 31268.87 

ICRG 150 6.531944 1.612728 2 10 

Aid*ICRG 149 53.33513 96.74887 -1.38417 906.254 

Population growth 231 1.837291 1.004582 -0.73279 4.815569 

aPDI (PD indicators) 210 56.14684 11.93232 16.06667 95 

Aid*PD 206 646.2158 793.6187 -11.0993 6754.908 

PD-1 167 70 7.838736 50 90 

PD-2 203 52.25474 15.01455 6.2 80.8 

PD-3 174 38.44109 12.09355 10 95 

PD-4 160 54.65625 28.27405 0 100 

PD-5 169 67.75148 6.612381 50 80 

Aid*PD-1 166 872.7473 1166.929 -10.3812 10609.8 

Aid*PD-2 200 572.6533 589.8842 -11.7654 4067.091 

Aid*PD-3 170 455.2482 741.5616 -7.39664 6365.882 

Aid*PD-4 147 630.5077 676.1905 -13.8417 3491.996 

Aid*PD-5 168 846.703 1248.471 -12.1115 12378.1 
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CHAPTER 10 
Quantifying the Speculative Component in the Real 

Price of Oil: The Role of Global Oil Inventories* 
 
 

by 
Lutz Kilian**1 

(University of Michigan) 
Thomas K. Lee*** 

(U.S. Energy Information Administration) 
 
 
One of the central questions of policy interest in recent years 

has been how many dollars of the inflation-adjusted price of oil 
must be attributed to speculative demand for oil stocks at each point 
in time. We develop statistical tools that allow us to address this 
question, and we use these tools to explore how the use of two 
alternative proxies for global crude oil inventories affects the empirical 
evidence for speculation. Notwithstanding some differences, overall 
these inventory proxies yield similar results. While there is 
evidence of speculative demand raising the price in mid-2008 by 
between 5 and 14 dollars, depending on the inventory specification, 
there is no evidence of speculative demand pressures between 
early 2003 and early 2008. As a result, current policy efforts 
aimed at tightening the regulation of oil derivatives markets 
cannot be expected to lower the real price of oil in the physical 
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market. We also provide evidence that the Libyan crisis in 2011 
shifted expectations in oil markets, resulting in a price increase of 
between 3 and 13 dollars, depending on the inventory specification. 
With regard to tensions with Iran in 2012, the implied price 
premium ranges from 0 to 9 dollars.  

 
 
1.  Introduction 
 
The real price of crude oil depends on shocks to the flow supply of 

oil (defined as the amount of oil being pumped out of the ground), on 
shocks to the flow demand for crude oil that reflect the state of the 
global business cycle, on shocks to the speculative demand for oil stocks 
above the ground, and on other more idiosyncratic oil demand shocks. 
Especially, the quantification of speculative oil demand shocks has long 
eluded researchers because it raises difficult problems of identification. 
A speculator is someone who buys crude oil with the intent of storing it 
for future use in anticipation of rising oil prices. Such forward-looking 
behavior invalidates standard econometric oil market models if 
speculators respond to information not available to the econometrician 
attempting to disentangle demand and supply shocks based on historical 
data.  

Recent theoretical and empirical work by Alquist and Kilian (2010), 
Kilian and Murphy (2013), and Baumeister and Kilian (2012a) made 
considerable strides in addressing these problems within a framework 
that is theoretically sound and empirically tractable. 1  These studies 
generalized the structural oil markets models pioneered by Kilian 
(2009), Baumeister and Peersman (2013), and Kilian and Murphy 
(2012) to examine the role of speculation and forward-looking behavior 
with careful attention to the role of spot and futures prices. 

The key insight on which the Kilian and Murphy (2013) model 
builds is that otherwise unobservable shifts in expectations about future 
                                                      
1 There has been renewed interest in theoretical models of the relationship between oil 

inventories and oil prices in recent years. Other examples include Hamilton (2009), 
Dvir and Rogoff  (2010), Arseneau and Leduc (2012), and Unalmis, Unalmis and 
Unsal (2012). 
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oil demand and supply conditions must be reflected in shifts in the 
demand for above-ground crude oil inventories. Shocks to this 
expectations-driven or speculative component of inventory demand may 
be identified and estimated jointly with all other shocks within the 
context of a fully specified structural vector autoregressive model. This 
fact allows one to assess how quantitatively important the speculative 
component in the real price of oil has been at each point in time from 
the late 1970s until today.  The latter question has been of central policy 
interest since 2003 when oil prices began to surge to unprecedented 
levels, raising the question of how policy makers should respond to 
rising oil prices (see, e.g., Fattouh et al. 2012). 

Models aimed at quantifying the speculative component in the real 
price of oil depend crucially on the quality of the oil inventory data. 
There are no readily available data for global crude oil inventories. 
Kilian and Murphy (2013) instead relied on a proxy constructed from 
publicly available U.S. Energy Information Administration (EIA) data. 
The objective of this paper is to explore how sensitive the conclusions 
reached by Kilian and Murphy are to the use of an alternative proxy 
compiled by the Energy Intelligence Group (EIG), a private sector 
company which provides detailed accounts of crude oil inventory stocks 
by region as well as oil at sea and oil in transit. We examine how the use 
of this alternative proxy affects our assessment of the causes of the oil 
price surge from 2003 to mid-2008 and of the subsequent collapse and 
partial recovery of the real price of oil. We also examine for the first 
time the role of speculative demand during the Libyan Revolution, the 
Arab Spring, and recent tensions with Iran ranging from the Iranian 
nuclear threat to the EU’s decision in early 2012 to impose an oil import 
embargo on Iran. These recent episodes are of particular interest both 
because they provide additional evidence about the role of expectations 
shifts and because many pundits have conjectured that rising oil prices 
in recent years may be attributed to these events. Our focus throughout 
the paper is on providing results in a format that is immediately useful 
for policy makers. For this purpose, we design two new presentation 
tools that summarize – at each point in time – how many dollars of the 
inflation-adjusted price of oil must be attributed to which demand or 
supply shock in the global market for crude oil.  
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The remainder of the paper is organized as follows. Section 2 reviews 
the structure and identifying assumptions of the vector autoregressive 
model to be used throughout this paper. Section 3 compares the two 
alternative proxies for changes in global above-ground crude oil 
inventories. In section 4, we re-estimate the Kilian-Murphy model using 
these alternative proxies on data extending to 2012.5. We quantify the 
effects of speculative demand using measures of their cumulative effects 
as well as counterfactuals for the real price of oil. The conclusion in 
section 5 links our discussion of speculation in the physical market for 
crude oil to recent debates about the role of speculation in the paper 
market for crude oil. 

 
 

2. A Review of the Structural Oil Market Model 
 
The analysis in this paper builds on the structural oil market model 

proposed by Kilian and Murphy (2013).  The data are monthly. The 
sample period extends from February 1973 until May 2012. The model 
includes four variables: (1) the percent change in global crude oil 
production, as reported by the U.S. Energy Information Administration, 
(2) a suitably updated measure of cyclical fluctuations in global real 
economic activity proposed by Kilian (2009), (3) the real price of crude 
oil (obtained by deflating the U.S. refiners’ acquisition cost for crude oil 
imports by the U.S. CPI), and (4) the change in above-ground global 
crude oil inventories. The construction of the latter series is discussed in 
more detail in section 3. The model is estimated using seasonal 
dummies and 24 autoregressive lags. This ensures that the model is able 
to capture slow-moving cycles in global real activity and in the real 
price of oil. 

The structural shocks are identified based on a combination of sign 
restrictions and bounds on the short-run price elasticities of oil demand 
and oil supply. The key identifying assumptions are restrictions on the 
signs of the impact responses of the four observables to each structural 
shock. There are four structural shocks. First, conditional on past data, 
an unanticipated disruption in the flow supply of oil causes oil 
production to fall, the real price of oil to increase, and global real 
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activity to fall on impact. Second, an unanticipated increase in the flow 
demand for oil (defined as an increase in oil demand for current 
consumption) causes global oil production, global real activity and the 
real price of oil to increase on impact. Third, a positive speculative 
demand shock, defined as an increase in inventory demand driven by 
expectations shifts not already captured by flow demand or flow supply 
shocks, in equilibrium causes an accumulation of oil inventories and 
raises the real price of oil (see, e.g., Alquist and Kilian 2010). The 
accumulation of inventories requires oil production to increase and oil 
consumption to fall (associated with a fall in global real activity).  
Finally, the model also includes a residual demand shock designed to 
capture idiosyncratic oil demand shocks driven by a myriad of reasons 
that cannot be classified as one of the first three structural shocks.  

In addition to these static sign restrictions, the estimates shown in 
this paper also impose the dynamic sign restriction that structural shocks 
that raise the price of oil on impact do not lower the real price of oil for 
the first 12 months following the shock. The rationale for this restriction 
is that an unexpected flow supply disruption would not be expected to 
lower the real price of oil within the same year nor would a positive 
flow demand or speculative demand shock. Finally, the model imposes 
the restrictions that the impact price elasticity of oil supply is close to 
zero and that the impact price elasticity of oil demand cannot exceed the 
long-run price elasticity of oil demand, consistent with conventional 
views in the literature. These elasticities can be expressed as functions 
of the impact responses in the structural vector autoregressive (VAR) 
model. 

The model’s focus on above-ground crude oil inventories is 
consistent with conventional accounts of speculation involving the 
accumulation of oil inventories in oil-importing economies. An 
alternative view is that speculation may also be conducted by oil 
producers who have the option of leaving oil below the ground in 
anticipation of rising prices (see Hamilton 2009). An accumulation of 
below-ground inventories by oil producers in anticipation of rising 
prices would be equivalent to a reduction in flow supply. In short, flow 
supply shocks and speculative supply shocks are observationally 
equivalent.  
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It is worth stressing that the model allows for heterogeneous 
expectations among participants in the physical oil market to drive up 
the real price of oil. The resulting price increase will curb oil 
consumption, resulting in an accumulation of oil inventories, rendering 
this type of shock a speculative demand shock (also see Hamilton 2009). 
The model also allows for exogenous shocks in the oil futures market to 
be transmitted to the physical market for crude oil. An exogenous 
increase in oil futures prices driven by the financialization of oil futures 
markets, for example, by standard arbitrage arguments would raise 
inventory demand, as participants in the physical market expect the 
price of oil to increase. This mechanism is central to the Masters 
Hypothesis of how the financialization of oil futures markets may affect 
the real price of oil in physical oil markets (see Fattouh et al. 2012). By 
the same logic, the absence of speculation in the physical market under 
the maintained assumption of arbitrage would imply the absence of 
speculation in the oil futures market.  

It is possible to drop the assumption of arbitrage between the 
physical market and the paper market for oil, of course, but not without 
removing the very channel through which the financialization of oil 
markets has been thought to affect the real price in the physical market.2 
The Kilian-Murphy model of the physical oil market in any case was 
designed to remain valid even if there are limits to arbitrage between oil 
futures and spot markets. In fact, one of its advantages is that the 
identification strategy does not require the existence of an oil futures 
market, but remains valid even in the absence of an oil futures market. 
This allows the use of data back to 1973 in estimating the model. For 
further details and discussion the reader is referred to Kilian and 
Murphy (2013). 

 
 

                                                      
2  An alternative channel of transmission would involve time variation in the risk 

premium. There is strong empirical evidence against time variation in the risk 
premium in oil markets, however, at least until 2005 (see, e.g., Alquist and Kilian 
2010; Hamilton and Wu 2012a). Moreover, the effect of a time-varying risk premium 
on the spot price of oil is likely to be small, as shown in Fattouh and Mahadeva (2012) 
using a calibrated model. 
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3. Alternative Proxies for Global Crude Oil Inventories 
 
The ability of structural models to identify speculative demand 

shocks hinges on the quality of the inventory data. There are no readily 
available data for global crude oil inventories provided by the EIA. The 
proxy for above-ground inventories proposed by Kilian and Murphy 
(2013) – and used by several other recent studies – was constructed by 
scaling U.S. crude oil inventory data by the ratio of OECD petroleum 
inventories over U.S. petroleum inventories. Kilian and Murphy observe 
that this proxy based on readily available EIA data is likely to be 
accurate for their sample period for three reasons.  

First, one can externally validate the fit of the model. There are 
several episodes for which we have extraneous evidence from industry 
specialists such as Terzian (1985) or Yergin (1992) that speculation took 
place in physical oil markets.3 A natural joint test of the structural model 
and of the inventory data is to compare its historical decomposition 
against this external evidence. The model passes this test. For example, 
it detects surges in speculative demand in 1979 following the Iranian 
Revolution, in 1990 around the time of the invasion of Kuwait, and in 
late 2002 in anticipation of the Iraq War, as well as large declines in 
speculative demand in 1986 after the collapse of OPEC and in late 1990 
when the U.S. had moved enough troops to Saudi Arabia to forestall an 
invasion by Iraq (see Kilian 2008). A second argument in favor of this 
inventory proxy is that Alquist, Kilian and Vigfusson (2012) and 
Baumeister and Kilian (2012b) demonstrate that the inclusion of 
changes in oil inventories in the VAR model improves the out-of-
sample predictive power of the VAR model. Third, simple arbitrage 
arguments suggest that expectations shifts in the oil market should be 

                                                      
3 For example, Terzian (1985, p. 260) writes that in 1979 “spot deals became more and 

more infrequent. The independent refineries, with no access to direct supply from pro
ducers, began to look desperately for oil on the so-called ‘free market’. But from the b
eginning of November, most of the big oil companies invoked force majeure and redu
ced their oil deliveries to third parties by 10% to 30%, when they did not cut them off 
altogether. Everybody was anxious to hang on to as much of their own oil as possible, 
until the situation had become clearer. The shortage was purely psychological, or ‘pre
cautionary’ as one dealer put it.” Also see Yergin (1992, p. 687).  
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reflected not only in physical inventories, but also in the oil futures 
spread (see Alquist and Kilian 2010). This fact allows one to formally 
test the informational adequacy of the oil inventory proxy since the late 
1980s. If there were additional information in the oil futures spread that 
is not already contained in our inventory proxy, rendering the VAR 
model informationally misspecified, then the oil futures spread should 
Granger cause the remaining model variables (see Giannone and 
Reichlin 2006). A Granger causality test of this proposition does not 
reject the null at conventional significance levels for maturities of 1, 3, 
6, 9, and 12 months, consistent with the view that the inventory data are 
informationally adequate. 

Nevertheless, there is reason to suspect that the inventory proxy used 
by Kilian and Murphy may have become less accurate in recent years. 
One reason is the creation of additional crude oil inventories outside of 
the OECD. For example, in recent years, China embarked on the 
creation of its own strategic petroleum reserves. While the creation of 
these reserves was delayed until the construction of suitable storage 
facilities, and the process of filling these tanks only began in earnest 
after the end of the sample evaluated by Kilian and Murphy, such events 
cannot be ignored going forward. Another reason for concern is the 
much publicized decision by some hedge funds to lease tankers to store 
crude oil. It is not clear to what extent such storage is covered by 
conventional measures of inventories. The answer is likely to depend on 
the location of the tanker. Nor is it clear how quantitatively important 
this additional tanker storage is. Even more recently, Iran has 
increasingly used tankers as oil storage facilities, as it came under 
pressure from the EU oil embargo and related sanctions by other 
countries, further adding to the importance of oil stocks held on tankers. 

In this paper we address these concerns using an alternative time 
series for global above-ground crude oil inventory compiled by Energy 
Intelligence Group, a private sector company providing proprietary data 
crude oil inventory data by region as well as data for oil stored at sea 
and oil in transit. To the extent that these data overlap with the inventory 
data provided by the EIA, the data are fully consistent. The advantage of 
the EIG data is that it is broader in coverage. This greater coverage is 
not without drawbacks, however. In many cases, direct measurements of 
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oil stocks in other countries simply do not exist and data have to be 
constructed using rules of thumb such as assuming that stocks equal a 
fixed number of days of consumption. Thus, one should think of this 
alternative data set as another proxy for global above-ground crude oil 
inventories rather than being the definitive source of global inventory 
data. Notwithstanding this caveat, these alternative inventory data 
provide a useful check on the proxy proposed by Kilian and Murphy 
(2013).  

 

3.1. Decomposing Global Stocks of Crude Oil 
 
Crude oil inventories include not just the crude oil held in storage 

tanks, but also crude oil contained in pipelines and in oil tankers. Some 
of these stocks are commercial, but others are government owned. The 
best known example is the U.S. Strategic Petroleum Reserve (SPR), 
which is part of a broader system of strategic stocks in OECD countries 
coordinated by the International Energy Agency (IEA). In recent years, 
non-OECD countries like China and India have begun to develop their 
own strategic oil and product inventories. As reported by the IEA, 
China, with 54% of its crude oil consumption in 2011 being met with oil 
imports, completed 103 million barrels of strategic storage capacity in 
2009 with plans to increase its stocks to 207 million barrels by 2013. 
The filling of some of that capacity in the first half of 2012 likely 
contributed to an increase in Chinese crude oil stocks, according to IEA 
estimates. Actual figures on China’s strategic stock levels are not 
regularly disclosed and it is not clear to what extent available storage 
capacity translates to actual storage. Moreover, it is not always clear 
how much of the storage refers to crude oil and how much to refined 
products or whether the official Chinese figures are reliable at all.  

Figure 1 helps us assess which of these components have been 
driving the evolution of global crude oil stocks since 1985. First, oil in 
transit plays no important role in determining global oil stocks. Second, 
there is no evidence that the stock of oil stored at sea has changed 
dramatically in recent years, undermining the view that hedge funds 
have stored oil in large quantities in 2007 and 2008. Nor is there 
evidence of a noticeable increase of oil at sea following the oil embargo  
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decision against Iran. Third, strategic crude oil inventories have evolved 
quite smoothly with no discernible departure from trend in recent years. 
The jump in 1988 does not appear related to changes in the U.S. SPR. 
Most importantly, there is no evidence of a rapid build-up of strategic 
inventories in China or India in particular after 2009. It can be shown, 
however, that the rate of increase of strategic stocks in the world 
exceeded that in the U.S. SPR over the same period, consistent with a 
gradual increase in government owned stocks outside the U.S. Fourth, 
there is evidence of steady growth in commercial non-OECD 
inventories after 1993, when China became a net oil importer. 
 

3.2. Comparing the Two Proxies for Changes in Global  
Crude Oil Inventories 

 
One way of assessing the quantitative importance of oil inventories is 

to compare the stock of inventories to daily oil production. For example, 
in July of 2012, EIG reports total stocks of 7,148 million barrels in the 
world. Given a daily flow of oil production of about 75 million barrels, 
these stocks amount to about three months of oil production. Somewhat 
smaller numbers  
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▌ Figure 2 ▌  Change in Global Crude Oil Stocks 2003.12-2012.5 

 

 
 
 
 
 
 
 
 
 
 

 

Source : Proprietary data compiled by the Energy Intelligence Group (EIG) and computations based on EIA 
data as in Kilian and Murphy (2013), abbreviated as KM. The EIG data are reproduced with the 
permission of EIG. 

 
would be obtained using the original inventory proxy. What matters for 
the econometric model, however, is not the level of global crude oil 
inventories, but how much oil enters and leaves stocks during each 
month. Figure 2 plots the change in global crude oil inventories, as 
compiled by EIG, as well as the corresponding series constructed as in 
Kilian and Murphy (2013) and suitably updated. To make the graph 
more readable (and without loss of generality), we focus on the subset 
of the data covering 2003.12-2012.5. 

Visual inspection reveals that the changes in the EIG stocks are of far 
greater amplitude and that the correlation between the two series is low. 
For example, for the period shown in Figure 2, the correlation of the two 
proxies is only 31%. Further analysis reveals that this correlation 
actually has been increasing since the 1980s, rather than declining as 
one might have expected, given the greater importance of non-OECD 
inventories toward the end of the sample. In fact, the fit of the two series 
improves after 2010. This fact implies that whatever is driving the 
differences in these data series is not related to the creation of strategic 
stocks in emerging Asia. 
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Whether the added volatility in EIG inventories reflects noise arising 
from the construction of the missing data or simply the inclusion of 
those missing data is difficult to judge. What is clear is the importance 
of examining how sensitive the conclusions in Kilian and Murphy 
(2013) are to the choice of the inventory proxy. Given that the EIG data 
are only available back to January of 1985, for the purpose of the 
regression analysis in the remainder of the paper we extend the EIG data 
back to 1973.2 at the same rate of growth as the original proxy used in 
Kilian and Murphy (2013). 

 
 
4. Estimation Results 
 
This section examines how the use of alternative inventory proxies 

affects our assessment of the causes of fluctuations in the real price of 
oil. In estimating the vector autoregressive models of interest, we 
specify the real price of oil in percent deviations from its mean rather 
than in log deviations. This eliminates the log approximation error in 
fitting the real price of oil. All regression results shown in this paper are 
based on the seasonally adjusted real price of oil, but given the 
negligible size of the seasonal adjustment, this fact can be ignored in 
practice. The reduced-form model is estimated by least-squares. 
Conditional on this reduced-form estimate we examine 5 million 
random draws for the rotation matrix, form 5 million candidate 
structural models, and retain those candidate models that satisfy the 
identifying restrictions. For further discussion of this estimation 
approach the reader is referred to Kilian and Murphy (2012).  

A practical difficulty in presenting the results of sign-identified 
models is that there tend to be many estimates of the structural model 
that are equally consistent with the observed data and the identifying 
restrictions. Here we deal with this problem by focusing on the 
structural model with the price elasticity of oil demand in use closest to 
-0.26, a benchmark suggested by the posterior median estimate reported 
in Kilian and Murphy (2013).4 This facilitates the exposition. At the end  
                                                      
4  Unlike conventional estimates of the price elasticity of oil demand which ignore 
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▌ Figure 3 ▌  Historical Decomposition of the Real Price of Oil in Percent Deviations  
from the Sample Mean 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Notes : Estimates based on the Original Inventory Proxy and the Alternative EIG Inventory Proxy  
The results shown are for the models with a price elasticity of oil demand in use closest to -0.26, 
making the results comparable to those reported in Kilian and Murphy (2013). The vertical lines 
indicate important historical events in oil markets including the Iranian Revolution of late 1978, the 
outbreak of the Iran-Iraq War in late 1980, the collapse of OPEC in late 1985, the invasion of Kuwait in 
mid-1990, the Asian Crisis of 1997, the Venezuelan Crisis in late 2002 (followed by the Iraq War in 
early 2003, the Great Recession of mid-2008, and the Libyan Revolution of early 2011. 

 
of section 4.1, we provide additional sensitivity analysis with respect to 
this elasticity and show that our results are quite robust. 

Figure 3 plots the historical decomposition of the real price of oil 
obtained from the model obtained under the original specification of the 
inventory proxy and the model under the alternative specification using 
the EIG proxy. We follow the literature in focusing on the cumulative 
effects at each point in time of the flow supply shock, the flow demand 

                                                                                                                      
changes in oil inventories, the price elasticity of oil demand in use is defined to 
account for changes in inventories in response to an exogenous shift in the supply 
curve of oil. For further discussion see Kilian and Murphy (2013). 
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shock, and the speculative demand shock. Each panel of Figure 3 shows 
how the real price of oil (expressed in percent deviations from its 
sample average) would have evolved, if all structural shocks but the 
structural shock in question had been turned off. A line that is increasing 
over time, for example, indicates that the shock in question exerted 
upward pressure on the real price of oil. Figure 3 shows that, 
notwithstanding some differences in magnitudes, the two historical 
decompositions largely agree on the interpretation of key historical 
events such as the 1979, 1986, 1990, 1997, and 2002/03 episodes. The 
main focus in this paper is not this historical evidence, however, but the 
question of how the use of alternative inventory proxies affects our 
assessment of the causes of the oil price surge between 2003 and mid-
2008 and of the subsequent collapse and partial recovery of the real 
price of oil. For this purpose some alternative presentations of the 
estimates in Figure 3 are more convenient.  

A central objective in this paper is to present the estimation results 
for 2003 through 2012 in a way that conveys – at each point in time T  – 
how many dollars of the inflation-adjusted price of oil must be 
attributed to which demand or supply shock in the global market for 
crude oil. In sections 4.1 and 4.2 we discuss two ways of representing 
the model estimates that are specifically designed to answer this 
question. To facilitate the presentation of the results, we denominate the 
real price of oil in 2012.5 dollars, where 2012.5 is the most recent 
monthly observation available as of the time the paper was written. We 
normalize the data such that nominal oil price for May of 2012 
coincides with the real price of oil. This allows us to express all results 
in dollar terms, while embodying an adjustment for inflation measured 
relative to 2012.5. This approach can be readily adapted to other base 
years, as more data become available. 

 
4.1. Each Shock’s Contribution to the Cumulative Change  

in the Real Dollar Price of Oil 
 
One useful summary statistic is the cumulative change in the real price 

of oil caused by a given  structural shock over some period of interest. 
Our starting point is the historical decomposition underlying Figure 3, 
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where ty  refers to the 4 1×  vector of current observations, iΘ  denotes 
the 4 4× matrix of structural impulse responses at lag 0,1, 2,...,i = and 

tw denotes the 4 1× vector of mutually uncorrelated structural shocks 
(see Lütkepohl 2005, chapter 3).  The deterministic regressors have been 
omitted for expository purposes. In practice, iΘ  and tw  may be 
estimated from the data and the fitted value of the structural VAR model 
may be expressed as:  

 

Our interest centers on the third element of ,ty  denoted by 3 ,ty  which  
denotes the real price of oil.  Let 3

i
ty  denote the contribution of 

structural shock i  to the real price of oil at date t  after expressing the 
real price of oil in 20012.5 dollars.  Then the estimate of the cumulative 
change in the real price of oil from date t  to date T due to shock i  can 
be expressed as i

t
i
T yy 33 ˆˆ −  and compared with the cumulative change in the  

actual real price given by tT yy 33 − . By construction, ( )=−∑ =

4

1 33 ˆˆ
i

i
t

i
T yy  

tTtT yyyy 3333 ˆˆ −≈− . This decomposition can be applied to any 
structural VAR model in which the real price of oil is expressed in 
percent deviations from its mean.5  

The first row of Figure 4 shows the results for 2003.1-2012.5. The 
second and third row of this figure show the corresponding results 
broken down by subperiod with 2003.1-2008.6 representing the Great 
Surge and 2008.6-2012.5 representing the aftermath of the global 
financial crisis. The first column of Figure 4 shows the cumulative 
change in 2012.5 dollars, obtained from the structural VAR model using 
the original proxy for inventories proposed by Kilian and Murphy  

 
                                                      
5 Our approach could be easily modified to deal with models in which the real price of 

oil is expressed in percent changes. For additional discussion on the tradeoff between 
these specifications see Kilian and Murphy (2013).  
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▌ Figure 4 ▌  Contribution to Cumulative Change in Real Price of Oil by Structural 
Shock 

Model based on Original Inventory Proxy         Model based on EIG Inventory Proxy 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Notes : 1 = flow supply shock; 2 = flow demand shock; 3 = speculative demand shock; 4 = other demand shock; 
5 = observed cumulative change in real price. The contributions of the four shocks add up to the 
observed change. The figure shows the results for the model whose price elasticity of oil demand in use 
is closest to -0.26. 

 
(2013). The second column shows analogous results for the same 
structural model estimated using the alternative EIG inventory proxy. 
The first four bars of each of the twelve bar charts show the cumulative 
contributions of the flow supply shock, the flow demand shock, the 
speculative oil demand shock, and the idiosyncratic oil demand shock. 
The last bar indicates the cumulative change in 2012.5 dollars actually 
observed in the data.  

Starting with the results for 2003.1-2012.5 in the first row of Figure 
4, we see that of the cumulative 65 dollar increase in the real price of oil 
over this period, between 38 and 40 dollars must be attributed to the 
cumulative effect of flow demand shocks, depending on the choice of 
the inventory proxy, making this result remarkably robust. The original 
specification assigns an additional 21 dollars to flow supply shocks, 
compared with only 5 dollars under the EIG specification; on the other 
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hand, the EIG specification assigns 11 dollars of the 65 dollar increase 
to speculative demand shocks, compared with -2 dollars under the 
original specification. We conclude that the substantive results in Kilian 
and Murphy (2013) regarding the 2003-08 surge are remarkably robust 
both to the extension of the sample size and the choice of inventory 
proxy. There is no evidence that speculative demand played a 
significant role in explaining the evolution of the real price of oil since 
2003.1. Even allowing for the somewhat larger estimates under the 
alternative inventory specification, speculative demand shocks account 
for at most 17% of the observed cumulative increase in the real price of 
oil since January 2003. We will examine the nature and timing of 
speculative demand in more detail in section 4.2. 

The second row of Figure 4, which focuses on the Great Surge of 
2003-08, confirms this general impression. For example, the original 
specification explains 61 dollars of the 95 dollar surge in the real price 
of oil based on flow demand shocks compared with 60 dollars under the 
alternative specification. At the same time the contribution of the 
speculative demand shock rises from 4 dollars in the original 
specification to 17 dollars under the alternative specification. Put 
differently, the fraction of the Great Surge explained by speculative 
demand shocks is between 4% and 18%, depending on the specification, 
compared with a fraction of almost two thirds for flow demand shocks 
under either specification. The main difference is how much of the 
remaining third is attributed to flow supply shocks as opposed to 
speculative demand shocks.  

Finally, the third row shows that of the 29 dollar cumulative decline 
from 2008.6-2012.5, under the original specification 23 dollars is due to 
flow demand shocks, whereas under the alternative specification 20 
dollars are attributed to the flow demand shock. With regard to the 
quantitative importance of the speculative demand shock, the 
differences are quite small. Under the original specification this shock 
accounts for a decline of 5 dollars; under the alternative specification for 
a decline of 7 dollars. Compared with the total decline of 29 dollars, 
speculative demand shocks account for between 17% and 24% of the 
total decline. There is no indication that the supply side of the oil market 
has been a key determinant of the real price of oil in recent years.  
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▌ Table 1 ▌  Sensitivity Analysis with Respect to the Price Elasticity of Oil Demand  
in Use 

Evaluation 
Period 

Range of
Price 

Model based on Original Inventory 
Proxy Structural Shocks 

Model based on EIG Inventory Proxy 
Structural Shocks 

Elasticity of
Oil Demand

Flow
supply

Flow 
demand

Speculative
demand

Other
demand

Flow
supply

Flow 
demand

Speculative
demand

Other 
demand 

2003.1-
2012.5 

[-0.3,-0.15] [10,21] [38,55] [-7,17] [-4,10] [4,15] [33,54] [-4,13] [3,17] 

[-0.25,-0.2] [10,21] [38,54] [-6,13] [-4,9] [6,11] [37,42] [-1,13] [6,17] 

2003.1-
2008.6 

[-0.3,-0.15] [6,19] [61,72] [4,16] [0,14] [6,24] [36,65] [12,18] [8,21] 
[-0.25,-0.2] [6,18] [62,71] [4,14] [0,14] [10,16] [48,58] [13,18] [12,18] 

2008.6-
2012.5 

[-0.3,-0.15] [-2,4] [-29,-7] [-16,1] [-6,-3] [-11,-1] [-21,1] [-17,-5] [-9,3] 
[-0.25,-0.2] [-1,4] [-27,-12] [-14,-1] [-6,-4] [-6,-2] [-16,-9] [-14,-5] [-6,2] 

 

Notes : Minimum and Maximum Cumulative Contribution to the Real Price of Oil in 2012.5 Dollars  
The results are based on 5 million draws for the rotation matrix conditional on the reduced-form 
estimate. The maximum and minimum cumulative contribution is obtained based on all admissible 
draws inside the pre-specified elasticity range. All dollar entries have been rounded to the nearest 
integer.  

 
Overall, between 20 and 23 dollars of the 29 dollar decline in the real 
price of oil since its peak in mid-2008 is accounted for by flow demand 
shocks compared with between -2 and +3 dollars explained by flow 
supply shocks. 

The conclusion that economic fundamentals in the form of flow 
demand rather than demand for stocks have been the main determinant 
of the real price of oil in recent years is not overly sensitive to allowing 
for the possibility of somewhat lower price elasticities of oil demand in 
use. Table1 presents the minimum and maximum cumulative contribution 
of each structural shock (expressed in 2012.5 dollars) based on all 
admissible models with impact price elasticities of oil demand in use 
within some pre-specified range. We deliberately tilt these ranges 
toward zero to demonstrate that similar results are obtained for 
somewhat smaller price elasticities than in the baseline model. 
Regardless of the elasticity range and the sample period, Table 1 
indicates that the bulk of the cumulative increase is attributed to the 
flow demand shock and not very much to the speculative demand shock. 
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For example, consider elasticities bounded between -0.15 and -0.3. In 
that case flow demand shocks account for anywhere between 33 dollars 
and 54 dollars of the cumulative price increase during 2003.1-2012.5 
under the alternative specification, whereas speculative demand shocks 
account for between -4 and 13 dollars.  Under the original specification, 
flow demand shocks account for anywhere between 38 and 55 dollars of 
the cumulative increase, while speculative demand shocks account for 
between -7 and 17 dollars. 

 
4.2. Counterfactuals 
 
Given the differences between the two inventory specifications when 

it comes to the overall importance of speculative demand shocks since 
January 2003, it is useful to examine in more detail the nature and 
timing of the oil price increases associated with speculative demand. 
This requires a different set of tools. An alternative way of assessing 
how many dollars of the inflation-adjusted price of oil must be 
attributed to which demand or supply shock at a given point in time is to 
represent the model estimates is in the form of counterfactuals. The  
counterfactual is defined as tyy i

tt ∀− 33 ˆ , where ty3  denotes the real 
price of oil in 2012.5 dollars and i

ty3ˆ  denotes the fitted value associated  
with shock ,i  as defined in section 4.1. This representation has the 
important advantage that it avoids the impossible task of having to 
attribute the mean value of the real price of oil to individual shocks ,i  
while still allowing us to express the counterfactual in dollar terms. The 
counterfactual series indicates how the real price of oil expressed in 
2012.5 prices would have evolved, had one been able to replace all 
realizations of shock i  by zeros, while preserving the remaining 
structural shocks in the model. If the counterfactual price exceeds the 
actual price, for example, this means that the structural shock in 
question lowered the price. A counterfactual below the actual price 
means that the shock in question raised the price in this period. The 
vertical distance between the actual price and the counterfactual price 
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tells us by how many dollars the shock in question affected the real 
price of oil at this point in time.6 

It is useful to contrast this approach with the earlier approach of 
constructing cumulative increases in the price. That approach focused 
on changes in the price over time explained by a given structural shock 
rather than the component of the actual price at a given point in time 
driven by a given structural shock. To move from a plot of the 
counterfactual to the cumulative increase measure one would have to 
compare the difference between the counterfactual and the actual price 
on the first and on the last date of the counterfactual and construct the 
rate of change over time in this difference. Thus, these representations 
are mutually consistent, but focus on different aspects of the same data.  

 
4.2.1. The Great Surge from 2003 Until Mid-2008 
 
Figures 5 and 6 contain separate counterfactuals for the flow supply 

shock, the flow demand shock and the speculative demand shock. 
Figure 5 shows the results for the specification using the original 
inventory proxy, while Figure 6 shows the corresponding results for the 
alternative specification based on the EIG inventory proxy. The bottom 
panels in these figures show that speculative demand shocks did little to 
increase the real price of oil between early 2003 and early 2008, 
regardless of the specification. In fact, there is as much evidence that 
speculative demand lowered the real price of oil slightly as there is 
evidence that it raised the real price of oil. In any case, the price changes 
do not exceed 5 dollars either way.  

The years of 2007 and 2008 are rightly considered the acid test for 
the speculation hypothesis in that there is a strong presumption that if 
speculation mattered in recent years, then it would have done so near the  
  
                                                      
6 Alternatively this approach could be applied to a VAR model in which the real price of 

oil is expressed in percent changes. In that case, the percent changes would have to be 
cumulated relative to a baseline date. This involves an approximation error in that the 
cumulative effects of shocks occurring prior to the baseline date are set to zero. Hence, 
the resulting counterfactual would differ from that obtained by a proper historical 
decomposition. 
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▌ Figure 5 ▌  Counterfactuals for the Real Price of Oil in 2012.5 Dollars based on the 
Model Using the Original Inventory Proxy (2003.1-2008.6) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Notes : The counterfactuals show the evolution of the real price of oil in 2012.5 dollars in the absence of the 
structural shock in question. If the counterfactual exceeds the actual, for example, the shock in question 
lowered the real price of oil. 

 
peak of the surge in 2007/08 (see Hamilton 2009).  Our evidence shows 
that regardless of the model specification there is only minimal evidence 
of speculative demand shifts from January 2007 until April of 2008. In 
fact, Figures 5 and 6 indicate that during 2007 speculative demand 
lowered the real price of oil by as much as 13 dollars. Instead, the bulk 
of the continued increase in the real price of oil in 2007 and early 2008 
reflected continued pressure from flow demand. Figures 5 and 6 agree 
that, starting in 2004, flow demand shocks associated with the global 
business cycle had been driving up the real price of oil persistently. In 
the absence of these shocks the real price of oil by mid-2008 would 
have been lower by 58 dollars in the original specification and by 52 
dollars under the alternative specification.  
  

Real Price of Crude Oil with and without Cumulative Effect of Flow Supply Shock

Real Price of Crude Oil with and without Cumulative Effect of Flow Demand Shock

Real Price of Crude Oil with and without Cumulative Effect of Speculative Demand Shock Real Price of Crude Oil with and without Cumulative Effect of Speculative Demand Shock 
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▌ Figure 6 ▌  Counterfactuals for the Real Price of Oil in 2012.5 Dollars based  
on the Model Using the EIG Inventory Proxy (2003.1-2008.6) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Notes : See Figure 5. 

 
Only starting in April of 2008, when the real price was about to peak, 

did speculative demand raise the real price by more than 5 dollars – if 
only under the alternative inventory specification –  reaching 14 dollars 
by mid-year (compared with at most 5 dollars at all times in the original 
specification).  The fact that the increases in speculative price pressures 
that are detected based on the alternative proxy only occurred in the last 
months of a price surge that spans five years is important because it 
contradicts conjectures that the surge itself was sustained only by 
speculative pressures. Instead, speculative demand, if at all, emerged 
only when the flow-demand driven price surge was about to peak. 

Figures 5 and 6 also agree that in the absence of flow supply shocks 
the real price of oil would have been higher between 2003 and 2006 by 
as much as 20 dollars under the original specification and as much as 12 
dollars under the alternative specification. In contrast, after 2007, the 
real price of oil would have been lower by as much as 8 dollars in the 
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original specification and 9 dollars in the alternative specification. This 
result is consistent with evidence that oil producers in the Middle East in 
particular were able to increase production until about 2006 before 
production growth leveled off. 

 
4.2.2. The Libyan Revolution and the Oil Embargo against 

Iran 
 
Figures 7 and 8 show the evolution of the counterfactuals after mid-

2008. Under the original inventory specification in Figure 7, starting in 
2010, flow supply shocks on balance were responsible for raising the 
real price of oil by as much as 19 dollars. At the same time, flow 
demand shocks for the most part also raised the real price of oil – with  
 
▌ Figure 7 ▌  Counterfactuals for the Real Price of Oil in 2012.5 Dollars based on the 

Model Using the Original Inventory Proxy (2008.6-2012.5) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Notes : See Figure 5. 
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▌ Figure 8 ▌  Counterfactuals for the Real Price of Oil in 2012.5 Dollars based on the 
Model Using the EIG Inventory Proxy (2008.6-2012.5) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Notes :  See Figure 5. 

 
the exception of a brief period in 2009 – by as much as 52 dollars in late 
2011. Finally, speculative demand shocks between late 2008 and early 
2011 and again in 2011/2012 generally lowered the real price of oil by 
as much as 16 dollars. One exception is the peak price period of July 
2008, when speculative demand pushed the real price up by 5 dollars. 
The other exception is February 2011, when speculative demand 
presumably associated with events in Libya pushed the real price of oil 
up by a little over 3 dollars. Interestingly, the effect of the simultaneous 
Libyan flow supply disruption on the real price of oil appears even 
smaller at the global level. Nor is there evidence in Figure 7 of an 
increase in the real price of oil in 2012 associated with tensions with 
Iran. Of course, this does not necessarily mean that this tension does not 
matter because expectations of lower supply may have been offset by 
expectations of slowing demand owing to the Euro crisis.  

Real Price of Crude Oil with and without Cumulative Effect of Flow Supply Shock 

Real Price of Crude Oil with and without Cumulative Effect of Flow Demand Shock 

Real Price of Crude Oil with and without Cumulative Effect of Speculative Demand Shock 
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Figure 8 paints a similar picture based on the alternative inventory 
proxy, except that the cumulative effects of flow demand and flow 
supply shocks are slightly smaller. The difference is that not only the 
decline in speculative demand in 2008-09 accounts for up a reduction of 
up to 24 dollars in the real price of oil, but there is evidence for a shift in 
speculative demand both during the Libyan Revolution and toward the 
end of the sample, at a time when tensions with Iran were held 
responsible for higher oil prices. In the case of Libya, this effect 
amounts to an increase of up to 13 dollars. This increase is short-lived 
and not related to the Arab Spring more generally. In fact, there is no 
evidence that the Arab Spring caused an increase in speculative demand 
in 2011. During this time, speculative demand, if anything, lowered the 
real price of oil slightly. Regarding the tension between Iran, there is 
evidence of an increase of up to 9 dollars in early 2012. The latter effect 
may cover a variety of concerns ranging from decision to institute the 
EU oil embargo to the Iranian nuclear threat, but again has to be viewed 
in conjunction with the looming Euro crisis. It would be a mistake to 
attribute these effects to Iran alone. While events in the Middle East 
shape expectations of future supply disruptions, how important they are 
for the real price of oil also depends on how much demand for oil is 
expected. Expectations of rising prices always reflect an expected 
shortfall of oil supply relative to oil demand rather than one side of the 
Marshallian scissors only. 

These two examples illustrate that the choice of inventory proxy, 
while not affecting the interpretation of the surge in the real price of oil 
from 2003 until early 2008, can make a difference for the interpretation 
of some episodes in the data. On the basis of the available evidence, it is 
not clear which of the conflicting interpretations of the data for early 
2011 and for early 2012 is preferred. We take comfort in the fact that for 
most policy-relevant questions – and in particular with regard to the 
causes of the surge in the real price of oil from early 2003 until early 
2008 – the two inventory specifications arrive at the same substantive 
conclusion that this surge was not caused by speculative demand. 
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4.2.3. The Role of Flow Supply Shocks and Flow Demand  
After 2009 

 
Much has been made of the increasing importance of unconventional 

oil production in recent years. While the model does not allow us to 
separate the production of conventional and unconventional oil (and 
indeed such a decomposition would be largely of academic interest 
when modeling the evolution of the real price), it allows us to assess the 
overall role played by flow supply shocks in recent years. Figures 7 and 
8 show that flow supply shocks slightly lowered the real price of oil in 
2010 by about 4 dollars. To the extent that flow supply shocks mattered 
for the real price of oil after 2010, they tended to increase the real price 
of oil with estimates ranging from 7 to 19 dollars. These estimates are 
dwarfed by those for the flow demand shock, however, which continues 
to be the most important determinant of the real price of oil even after 
the partial recovery of 2009. This finding is interesting in light of a 
common view among pundits that economic fundamentals have ceased 
to be useful in understanding oil prices since 2010 requiring greater 
emphasis on the psychological element of the market. Our analysis does 
not support this conjecture. 

 
 

5. Conclusion 
 
Global commodity markets play an increasingly important role in the 

world economy, yet economists are only beginning to study these 
markets. In this paper, we focused on the role of inventories or stocks of 
crude oil for the determination of the real price of oil.  The fact that 
crude oil is storable allows market participants to speculate in oil by 
storing purchases of oil for future use in anticipation of rising prices. 
Shifts in expectations about future oil prices may greatly and 
immediately influence the real price of oil by shifting the speculative 
demand for oil. Indeed, such speculative demand shifts have been held 
responsible for the remarkable surge in oil and other industrial 
commodity prices that took place between 2003 and mid-2008.  
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Compared with markets for other storable commodities, the market 
for crude oil lends itself to a formal econometric analysis of this 
question not only because of the importance of crude oil for the global 
economy, but because of the availability of monthly global data on oil 
production and above-ground oil inventories dating back many years. 
Even for crude oil, however, the quality of the inventory data is less 
than perfect. This paper explored in detail how the use of alternative 
proxies for global oil inventories affects the empirical results of the 
structural oil market model of Kilian and Murphy (2013), suitably 
updated to 2012.5. We concluded that, despite some differences in 
emphasis, both inventory proxies yield very similar results in general. 

We found evidence of speculation driving up the real price of oil in 
the physical market for crude oil in 1979 after the Iranian Revolution, in 
1990 near the time of the invasion of Kuwait, in 2002 in the months 
leading up to the 2003 Iraq War, in early 2011 during the Libyan crisis 
and in early 2012 during the Iranian crisis. A common feature of all 
these episodes of speculative pressures is that they reflect concerns 
about the stability of oil supplies from the Middle East. We also found 
evidence that speculation may lower the real price of oil. We identified 
several episodes in which a reduction in speculative demand contributed 
to lower oil prices. One example is in 1986 after the collapse of OPEC; 
another example of speculative downward pressures on the price is late 
2008 and early 2009. The latter episode presumably was associated with 
expectations of a prolonged global downturn rather than improved oil 
supplies. 

Episodes of increased speculative demand in the physical market for 
crude oil do not line up at all with increases in measures of the 
participation of financial investors in oil futures markets. Indeed, the 
view that an exogenous shift in the participation of financial investors in 
oil futures markets explains the surge in the real price of oil during 
2003-08 can be ruled out on the basis of our results. By standard 
arbitrage arguments, speculation in financial markets for oil cannot 
affect the real price of oil in physical markets unless there is a shift in 
inventory demand. Our analysis found no evidence of such a shift, 
consistent with a general lack of evidence for the hypothesis that the 
financialization of oil markets caused oil price increases (see, e.g., 
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Büyükşahin and Harris (2011), Irwin and Sanders (2012), Fattouh and 
Mahadeva (2012), Hamilton and Wu (2012b)). This does not necessarily 
mean that the financialization of oil futures markets did not matter, but 
that it should be modeled as part of the endogenous propagation of 
shocks to economic fundamentals rather than as an exogenous 
intervention. This interpretation is consistent with the view that index 
funds simply followed market trends set in motion by earlier shocks to 
economic fundamentals rather than creating market trends of their own 
for reasons not related to economic fundamentals. 

Despite evidence that speculation raised the real price of oil by 
between 5 and 14 dollars from March of 2008 until July of 2008, the 
bulk of the cumulative increase of 95 dollars (measured in 2012.5 
dollars) from early 2003 until mid-2008 (and much of the evolution of 
the real price of oil since then) must be attributed to shifts in flow 
demand, associated with shifts in the global demand for oil from 
emerging Asia and from the OECD. Flow demand shocks account for as 
much as 61 dollars of that increase with flow supply and idiosyncratic 
demand shocks adding between 17 and 30 dollars, depending on the 
specification. In short, the surge in the price of oil and other industrial 
commodities appears to be driven primarily by economic fundamentals. 
This fact has important implications for policymakers. For example, 
current policy efforts aimed at tightening the regulation of oil 
derivatives markets cannot be expected to lower the real price of oil, 
given that excessive speculation in these markets was not the cause of 
earlier increase in the price of oil in the physical oil market. To the 
extent that higher demand for oil from emerging Asia caused that surge, 
as has been suggested by Kilian (2009) and Kilian and Hicks (2013) 
among others, one would not expect higher oil prices to disappear, 
unless global growth slows down further.  

Finally, we examined for the first time the evolution of the real price 
of oil since 2010. We confirmed that for this period as well, flow 
demand shocks have been the primary driver of the real price of oil. We 
also examined the role of speculative shocks. It has been conjectured 
that the Libyan Revolution in early 2011 affected the real price of oil by 
shifting speculative demand (see Baumeister and Kilian 2012a). Ours is 
the first study to examine this question formally. We provided evidence 
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that the Libyan crisis indeed shifted expectations in oil markets, 
resulting in a price increase of between 3 and 13 dollars (in 2012.5 
consumer prices), depending on the specification of oil inventories. This 
increase is short-lived and not related to the Arab Spring more 
generally. In fact, there is no evidence that the Arab Spring  caused an 
increase in speculative demand in 2011. With regard to tensions with 
Iran in early 2012 (ranging from the decision to impose an EU oil 
import embargo to the Iranian nuclear threat), the evidence is more 
mixed. The implied price premium ranges from 0 to 9 dollars, 
depending on the specification. Finally, we found no indication that 
higher demand for strategic oil inventories from emerging Asia (or for 
that matter Iranian storage of oil on tankers in recent years) played an 
important role determining global oil inventories or the real price of oil 
after 2009. 

Regarding the flow supply of oil, we showed that to the extent that 
flow supply shocks mattered for the real price of oil after 2010, they 
tended to increase the real price of oil with estimates ranging from 7 to 
19 dollars. There is no indication that the supply side of the oil market 
has been a key determinant of the real price of oil, however. For 
example, between 20 and 23 dollars of the 29 dollar decline in the real 
price of oil since its peak in mid-2008 is accounted for by flow demand 
shocks compared with between -2 and +3 dollars explained by flow 
supply shocks. 
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CHAPTER 11 
The Welfare Cost of Structural Uncertainty 

 
 

by 
Young Il Kim*1 

(Korea Development Institute) 
 
 
It may be of interest to analyze how much of welfare gains may be 

achieved by mitigating consumption fluctuations over the business 
cycles. The structure that generates the consumption fluctuation may be 
even unknown; thus, the unknown structure may bring in additional 
welfare costs. This paper derives the welfare measure under the Epstein-
Zin preference as well as under the CRRA preference and expresses 
them in terms of the moment-generating function. In addition, it 
considers the structural uncertainty in the consumption fluctuation in 
comparison with a known-fixed structure and analyzes how much the 
structural uncertainty may contribute to welfare costs. Based on 
calibration exercises, it shows that consumption fluctuations may entail 
non-trivial welfare costs and incorporating the structural uncertainty into 
the data generating process may bring in bigger welfare costs. 

 
 
1. Introduction 
 
Consumption fluctuation may entail welfare costs for risk-averse 

consumers; thus, stabilization policy may be sought over the business 
cycles. The structure that generates the fluctuation may be even 
unknown, which may bring in additional welfare costs. This paper 
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analyzes the quantitative role of structural uncertainty in its effect on 
welfare costs in comparison with a known-fixed structure underlying the 
fluctuation.  

Changes in economic conditions or policies may affect the 
consumption welfare. It may be worthwhile to analyze how much 
should be compensated in consumption dimension in order to attain the 
same level of welfare against changes in economic conditions or 
policies. If two different economic conditions were considered, the 
difference between their corresponding welfare measures may be 
transformed into and evaluated in consumption dimension. There should 
be some compensation in consumption to keep the welfare under the 
baseline case equal to the welfare under the alternative. For example, 
consumption fluctuation with a known-fixed structure may be taken as a 
baseline, while consumption fluctuation with structural uncertainty may 
be taken as an alternative case. Thus, the compensation in consumption 
for the welfare-equivalent transformation may be interpreted as welfare 
costs incurred from incorporating the structural uncertainty into the data 
generating process (DGP) of consumption fluctuations. 

Stabilization policies such as fiscal and monetary ones may be 
assessed in their contribution to the welfare improvement. It may be of 
interest to analyze how much of welfare gains may be achieved by 
mitigating consumption fluctuations. It has been argued in Lucas (2003) 
that the welfare gains from eliminating consumption fluctuations may 
be trivial; thus, the benefit of active stabilization policies may be trivial. 
However, the model for consumption fluctuations and preferences may 
be somehow mis-specified. If consumption were assumed to grow with 
a deterministic time trend up to some errors, the consumption may be 
guaranteed to revert to the growth path on the deterministic time trend 
so that welfare gains from mitigating shocks to the consumption could 
be trivial. It may be more plausible to model consumption as a 
difference-stationary process, which has been supported by empirical 
evidences. If consumption were difference-stationary, shocks to 
consumption growth may have permanent effects on the consumption 
level so that the welfare gains from eliminating consumption 
fluctuations may not be trivial as Barro (2009) has argued.  
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There have been puzzles in macro-finance literature that the standard 
consumption-based asset pricing model could not explain the asset 
returns observed in markets (Lucas 1978, Mehra and Prescott 1985). 
The puzzles have raised challenging questions to the typical 
macroeconomic modeling exercises, which fail to explain how financial 
markets price assets (Cochrane 2005). Thus, it may be natural to ask 
whether the typical macroeconomic models should be used to analyze 
welfare gains from stabilizing macroeconomic fluctuations. In response 
to the question, alternative model specifications have been considered 
regarding preferences and consumption fluctuations. Regarding the 
preference, the Espein-Zin-Weil preference has received an attention as 
an alternative to the commonly used CRRA utility function – e.g. 
Epstein and Zin (1990, 1991), Bansal and Yaron (2004), Barro (2006, 
2009). In addition to the preference, alternative specifications of 
consumption fluctuations have been considered – e.g. a rare disaster risk 
in Rietz (1988), Barro (2006, 2009), and Martin (2008), a long-run risk 
in Bansal and Yaron (2004), and structural parameter uncertainty in 
Weitzman (2007).  

It may be of interest to ask how welfare assessment may be affected 
by the alternative specifications of preferences and the DGPs. For 
example, Barro (2009) showed that the rare disaster risk may entail non-
trivial welfare losses to consumers with the EZW preference. This paper 
is also interested in analyzing the welfare gains/costs but asks about the 
welfare implication of the structural uncertainty associated with 
aggregate consumption fluctuations. The structural uncertainty in this 
paper is close to Weitzman (2007) in a sense that the structural 
uncertainty may also be called a high-order risk in contrast to the normal 
risk of fluctuations. However, the way the structural uncertainty is 
modeled in this paper allows the model to be more tractable as well as 
concise. The welfare measure under the CRRA preference was derived 
in terms of the cumulant-generating function in Martin (2008). The 
present paper derives the welfare measure in terms of the moment-
generating function (MGF) under the EZW preference in addition to the 
CRRA preference. Utilizing the MGF expression of the welfare 
measure, this paper assesses the welfare costs due to the structural 
uncertainty, contrasted with a known-fixed structure underlying the 
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consumption fluctuation. Based on calibration exercises, it shows that 
consumption fluctuations may entail non-trivial welfare costs and 
incorporating the structural uncertainty into the DGP of the consumption 
fluctuation may bring in bigger welfare costs.   

The remainder of this paper is organized as follows. The analytical 
framework for macroeconomic welfare analysis is introduced in section 
2. The analytical tools are applied to assessing the quantitative role of 
structural uncertainty in its effect on welfare costs in comparison with 
the case without structural uncertainty under the CRRA preference in 
section 3 and under the EZW preference in section 4 respectively. 
Section 5 ends with conclusion. 

 
 
2. Analytical Framework for Macroeconomic Welfare  

Analysis 
 
2.1. Welfare Measure and the Data Generating Process of 

Consumption Fluctuations 
 
The welfare may be measured as the expected present value of the 

streams of future utilities as below and can be computed by taking into 
account the stochastic process of consumption fluctuations. 

 W  = E [∑ e ρ∞ U C ]            (1) 
 
In the equation, ρ  is the rate of time discount and E [ · ] is the 

expectation formed at period 0 . The welfare may be expressed in a 
functional form of W C ; P , where C  is consumption at the present 
period and P represents economic conditions or policies of interest. If 
economic conditions or policies changed from P to P for example, there 
should be some compensating changes in consumption (λ) to attain the 
same level of welfare. The welfare-equivalent transformation may be 
expressed by the following equation.  

  W 1 λ C ; P  = W C ; P           (2) 
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Solving the equation for the compensation in consumption (λ) shows 
how much should be compensated in consumption dimension to keep 
the welfare equivalent (or unchanged) between the two economic 
conditions or policies.  

The welfare measure may depend on the underlying stochastic 
process of consumption in addition to the preference. The consumption 
fluctuation may be modeled either as a trend-stationary or as a 
difference-stationary process. Consumption in the former case may be 
specified as a deterministic time-trend with an i.i.d. random error as (3). 
The consumption in this case may revert to the deterministic time trend 
in response to shocks to the system. However, there are empirical 
evidences that the consumption may follow a difference-stationary 
process as (4) instead of the trend-stationary one. According to the 
difference-stationary process, shocks to the system may have permanent 
effects on the consumption level; thus, it may have bigger effects on the 
welfare measure.  

 C =C eμ e σ /   with ln ~i. i. d.  N 0, σ         (3) 
 g , ln C /C =μ   with |V~i. i. d.  N 0, V    (4) 

 
The welfare measure may be expressed in terms of the MGFs as 
discussed in this paper. The trend-stationary process (3) has the MGF m θ E e σ / θ ], computed as m θ e θ θσ / . The 
difference-stationary process (4) has the MGF m θ E e , θ ], 
computed based on the data generating process.  

According to the specification (4), consumption grows at a rate of μ 
with some i.i.d. normal random error conditional on the variance 
parameter V. Note that V is the main structural parameter that generates 
the i.i.d. random error to the consumption growth. This paper considers 
two cases depending on whether the structural parameter V is known to 
consumers or not. The case with V known to consumers is considered to 
have only risk of consumption fluctuations. In contrast, the case with V 
unknown to consumers is considered to have both risk and structural 
uncertainty. The structural uncertainty may be called a high-order risk in 
contrast to the normal risk of fluctuations. Thus, the DGP in the latter 
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case may be characterized by double layers of risk. The distribution of 
the i.i.d. errors with unknown V may be computed as a mixture of  
normal random variables. That is ε~ f |V |V g V dV∞ , where  f |V |V  is the normal density function and g V  is the probability 
density function from which the parameter V is drawn. This paper 
assumes that consumers draw V from the Inverse Gaussian (IG) 1 to 
keep the model tractable as well as to keep the MGFs finite. If V were 
assumed to be drawn from the IG, the distribution of  would be the 
Normal Inverse Gaussian (NIG).2 Thus, the MGFs may be computed as 
finite values for some conditions while the welfare measure with the 
NIG may be tractable to deal with.  

The welfare measure may be computed for consumers with the 
CRRA preference.3 If the stochastic process for consumption fluctuation 
were assumed as the trend-stationary as (3), the welfare measure would 
be given by (5).4 If the stochastic process for consumption fluctuation 
were assumed as the difference-stationary as (4), the welfare measure 
under the CRRA preference would be given by (6). The above welfare 
measures are based on the CRRA preference of consumers. However, it 
is well known that the CRRA preference has the Elasticity of Inter-
temporal Substitution (EIS) as the exact reciprocal of the coefficient of 
relative risk aversion (γ). To avoid such a strong link between the EIS 
and the relative risk aversion, the Epstein-Zin-Weil (EZW) utility 
function may be considered as an alternative preference.5 Assuming the 
difference-stationary DGP for consumption fluctuations as (4), the 
welfare measure under the EZW preference would be given by (7). 

 

                                                      
1  V~IG V|δ, α , the pdf g V|δ, α δV /√2π exp δα δ V α V /2 . 

Controlling the size of α may affect the degree of structural uncertainty in the present 
study.  

2  See Barndorff-Nielsen (1995, 1997) and Jensen and Lunde (2001) for details on the 
NIG distribution.  

3  U C C / 1 γ   
4  See Appendix 1 for the derivation of (5), (6), and (7). 
5  U = C e 1 γ E U / / / 1 γ  with θ 1/ψ,  

where ψ is the EIS. See Epstein and Zin (1990, 1991) for reference to the EZW utility 
function.  
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W C ; P C γ

γ
m 1 γ ∑ e μ ρ∞ ,   

where m 1 γ  

       E e σ / ε γ ]            (5) W C ; P C γ

γ
1 βm 1 γ ,   

where m 1 γ E e γ ,            (6) W C ; P C γ

γ
1 β m 1 γ

θ
γ

γ
θ,   

where m 1 γ E e γ ,           (7) 
 
It may be worthwhile to note that m 1 γ  contained in the welfare 

measure is the moment generating function (MGF). In other words, the 
welfare measure may be expressed as a function of the present-period 
consumption as well as the MGF m θ  with θ 1 γ. Note also that 
the MGFs are affected by the stochastic process of consumption 
fluctuations. If shocks to the consumption growth  had a known-fixed 
structure (a constant V) in the difference-stationary process (4), the 
MGF would be given by (8). If the structure V behind the difference-
stationary process (4) were unknown; hence, consumers drew V from 
the IG distribution, the MGF would be given by (9), which is computed 
based on the Normal Inverse Gaussian (NIG) distribution. 

 ln m 1 γ 1 γ µ 1 γ Var g          (8) ln m 1 γ 1 γ µ α 1 1 δ 1 γ /α          (9)  

 
2.1. Welfare Gains/Costs due to Changes in Risk and  

Structural Uncertainty 
 
Changes in economic conditions or polices from P to P for example 

may entail changes in the welfare measure so that consumption should 
be compensated to keep the welfare unchanged. Note that the economic 
conditions or policies are reflected in the MGF. Suppose that m 1 γ  
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is the MGF of the consumption DGP with a known-fixed structure, 
which corresponds to P. Suppose also that m 1 γ  is the MGF of the 
alternative that corresponds to P. The welfare gains/costs due to changes 
in risk or structural uncertainty associated with consumption fluctuations 
may be computed as the consumption compensation (λ) for the following 
welfare-equivalent transformation.  

 W 1 λ C ; m 1 γ  = W C ; m 1 γ          (10) 
 
If the consumption were represented by the trend-stationary as (3) 

while the consumer’s preference were given by the CRRA utility 
function, the compensation in consumption from the welfare-equivalent 
transformation would be computed by (11).6 If the consumption were 
represented by the difference-stationary as (4) while the consumer’s 
preference were given by the CRRA utility function, the compensation 
in consumption from the welfare-equivalent transformation would be 
computed by (12). If the consumption were represented by the difference- 
stationary as (4) while the consumer’s preference were given by the 
EZW utility function with θ 1/ψ (ψ is the EIS), the compensation in 
consumption from the welfare-equivalent transformation would be 
computed by (13). 

 

 
Note that the consumption compensation under the EZW preference 

(λ ) is the same as that under the CRRA preference (λ ) if θ γ, the 

                                                      
6  See Appendix 2 for the derivation of (9), (10), and (11). 

λ
m 1 γm 1 γ

/ γ 1 (11) 

λ
1 β m 1 γ1 β m 1 γ

/ γ 1 (12) 

λ
1 β m 1 γ θ / γ1 β m 1 γ θ / γ

/ θ 1 (13) 
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condition at which the EZW utility function turns out to be the same as 
the CRRA utility function. 

 
 
3. Welfare Analysis under the CRRA Preference 
 
This section analyzes the welfare gains/costs under the CRRA 

preference due to economic fluctuations with and without structural 
uncertainty. The case of economic fluctuations with a known-fixed 
structure is taken as a baseline, while deviations from the baseline are 
taken as alternatives. One alternative is to reduce the known standard 
deviation of consumption growth up to zero, while the other alternative 
is to incorporate the structural uncertainty into the DGP of consumption 
growth. The welfare gains/costs incurred by moving from the baseline 
to the alternatives may be computed as compensation in consumption 
for the welfare-equivalent transformation (10). 

Under the CRRA preference and the trend-stationary DGP such as 
(3), the welfare gain from eliminating all fluctuations would be 
computed by (11), which contains the MGFs m 1 γ  and m 1 γ  
that correspond to the baseline and the alternative respectively. In the 
expression (11) for the welfare gain, m 1 γ  should be the MGF of 
the baseline scenario, simplified as e γ γ σ / , while m 1 γ  should 
be the MGF of the alternative that has no fluctuation at all, computed as 
1. Thus, the welfare gain λ  may be further simplified as eγσ / -1 
( γσ /2 ). If γ 4  and σ 0.032  were assumed as benchmark 
parameter values for example, the welfare gain (λ) would be about 0.002 
(0.2%). This result implies that consumers who have the CRRA 
preference and believe in the trend-stationary consumption process may 
be willing to give up 0.2% of the current consumption in order to avoid 
the consumption fluctuation with a known-fixed structure. This is the 
very result based on which Lucas (2003) argued that welfare gains from 
demand side stabilization policy could be trivial. However, the result 
may be due to the misspecification of consumption fluctuations as Barro 
(2009) argued. Thus, it may be worthwhile to analyze the welfare 
effects of consumption fluctuations under alternative specifications.   

As discussed above, it may be plausible to model consumption as a 
difference-stationary process. Under the CRRA preference and the  
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▌ Table 1 ▌  Benchmark Parameter Values 

Main parameters Value 

Rate of time preference per year (ρ) 0.052 
Coefficient of relative risk aversion (γ) 4 
Mean annual consumption growth rate (µ ) 0.025 
S.D. of annual consumption growth rate (σ) 0.032 
Elasticity of Inter-temporal Substitution (ψ) 2 

Notes : Lucas (2003) and Barro (2009) may be referred to for the parameter values.  
 

difference-stationary DGP such as (4), the welfare gain from eliminating 
all fluctuations would be computed by (12), which contains the MGFs m 1 γ  and m 1 γ  that correspond to the baseline and the 
alternative respectively. In the expression (12) for the welfare gain, m 1 γ  should be the MGF of the baseline, computed by (8). On the 
other hand, m 1 γ  should be the MGF under the alternative scenario 
without any consumption fluctuation, computed by ln m 1 γ = 1γ µ . If β e ), γ , μ , Var g  σ  were assumed to have the 
benchmark parameter values shown in Table 1 for example, the welfare 
gain (λ) would be about 1.16%. This result implies that consumers who 
have the CRRA preference and believe in the difference-stationary 
consumption process may be willing to give up about 1.16% of the 
current consumption in order to avoid the normal risk of consumption 
fluctuations. This estimate of the welfare gain seems much bigger than 
that based on the trend-stationary process because shocks to the 
consumption growth may have permanent effects on the consumption 
level for the difference-stationary process.  

Incorporating structural uncertainty into the DGP of consumption 
fluctuation may bring in additional welfare costs. The welfare cost due 
to the structural uncertainty may be computed by solving the welfare-
equivalent transformation (10). Under the CRRA preference and the 
difference-stationary consumption process such as (4), the welfare 
losses from incorporating the structural uncertainty would be computed 
by (12), which contains the MGFs m 1 γ  and m 1 γ  that correspond 
to the baseline and the alternative respectively. In the expression (12) 
for the welfare loss, m 1 γ  should be the MGF of the baseline, 
computed by (8). On the other hand, m 1 γ  should be the MGF of 
the alternative, the case with structural uncertainty (stochastic V) 
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incorporated, computed by (9) based on the Normal Inverse Gaussian 
(NIG) distribution. If the benchmark parameter values for ρ, γ, μ , ψ 
shown in Table 1 and δ 0.032 α , α γ  (the case with maximum 
structural uncertainty)7 were assumed for example, the welfare loss (λ) 
would be about -0.24%. This result implies that consumers who have 
the CRRA preference and believe in the difference-stationary 
consumption process with the structural uncertainty taken into account 
may be willing to cost up to 0.24% of the current consumption in return 
for eliminating only the structural uncertainty. This estimate of welfare 
costs may amount to a fifth of that without any consumption 
fluctuations.  

It may be worthwhile to analyze how the welfare gains/costs may be 
related to the degree of risk aversion because various degrees of risk 
aversion are considered in literature, especially in studies of macro-
finance for example. Figure 1 shows the welfare gains attained from 
moderating consumption fluctuations in comparison with the welfare 
costs that could be incurred from incorporating structural uncertainty 
into the DGP of consumption fluctuations. As shown in the figure, the 
welfare gains from eliminating consumption fluctuation may increase 
from 1.16% to 3.68% as γ increases from 4 to 10. On the other hand, the 
welfare cost due to the structural uncertainty may increase from 0.24% 
to 1.54% as γ increases from 4 to 10. This result implies that consumers 
with a higher risk aversion may be willing to give up a larger share of 
current consumption in order to avoid the structural uncertainty 
although the welfare costs due to the structural uncertainty may be 
smaller than the welfare gains from eliminating the consumption 
fluctuation with a known structure. It may also be noted that the welfare 
costs become bigger as more structural uncertainties are incorporated 
into the DGP of consumption growth.  

 
 

 
                                                      
7  In fact, α γ 1  may correspond to the maximum structural uncertainty that 

generates larger welfare costs while guaranteeing the bounded MGF. However, equity 
premium and risk-free rates may not exist for γ 1 . Thus, α γ  is 
employed to generate the maximum welfare costs in this paper.  
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▌ Figure 1 ▌  Welfare Gains/Costs under the CRRA Preference 

 
Notes : The baseline is the case that has consumption fluctuation with known structure. α γ is the case with 

the maximum structural uncertainty based on the NIG distribution. 0*SD(g), 0.5*SD(g), and 0.75*SD(g) 
are welfare gains from reducing the standard deviation of consumption growth SD(g) to 0%, 50%, and 
75% respectively.  

 
 
4. Welfare Analysis under the EZW Preference 
 
This section analyzes the welfare gains/costs under the EZW preference 

due to economic fluctuations with and without structural uncertainty. 
Under the EZW preference and the difference-stationary consumption 
process such as (4), the welfare gain from eliminating all fluctuations 
would be computed by (13), which contains the MGFs m 1 γ  and m 1 γ  that correspond to the baseline and the alternative 
respectively. In the expression (13) for the welfare gain, m 1 γ  
should be the MGF of the baseline, computed by (8). On the other hand, m 1 γ  should be the MGF of the alternative of no fluctuation at all 
and is computed by ln m 1 γ = 1 γ µ . If β e ), γ , µ , Var g  σ , ψ  were assumed to have the benchmark parameter 
values shown in Table 1 for example, the welfare gain (λ) would be 
about 3.85%. This result implies that consumers who have the EZW 
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preference and believe in the difference-stationary consumption process 
may be willing to give up about 3.85% of the current consumption in 
order to avoid the normal risk of consumption fluctuations. It may be 
noted that this estimate of the welfare gain seems much bigger than that 
based on the CRRA preference. 

The welfare cost due to the structural uncertainty may also be 
computed by solving the welfare-equivalent transformation (10). Under 
the EZW preference and the difference-stationary consumption process 
such as (4), the welfare losses from incorporating the structural 
uncertainty would be computed by (13), which contains the MGFs m 1 γ  and m 1 γ  that correspond to the baseline and the 
alternative respectively. In the expression (13) for the welfare loss, m 1 γ  should be the MGF of the baseline, computed by (8). On the 
other hand, m 1 γ  should be the MGF of the alternative with the 
structural uncertainty (stochastic V) incorporated, computed by (9) 
based on the Normal Inverse Gaussian (NIG) distribution. If the 
benchmark parameter values for ρ , γ , μ , ψ  shown in Table 1 and 
δ 0.032 α , α γ  (the case with maximum structural uncertainty) 
were assumed for example, the welfare loss (λ) would be about -0.76%. 
This result implies that consumers who have the EZW preference and 
believe in the difference-stationary consumption process with the 
structural uncertainty taken into account may be willing to cost up to 
0.76% of the current consumption in return for eliminating only the 
structural uncertainty. This estimate of welfare costs would amount to a 
fifth of that without any consumption fluctuation.  

Figure 2 shows the welfare gains attained under the EZW preference 
from eliminating consumption fluctuations in comparison with the 
welfare costs that could be incurred from incorporating the structural 
uncertainty into the DGP of consumption fluctuations. As shown in the 
figure, the welfare gains from eliminating consumption fluctuations may 
increase from 3.85% to 11.75% as γ increases from 4 to 10. On the 
other hand, the welfare cost due to the structural uncertainty may 
increase from 0.76% to 4.11% as γ increases from 4 to 10. This result 
implies that consumers under the EZW preference with a higher risk 
aversion may be willing to give up a larger share of current consumption 
in order to avoid the structural uncertainty although the welfare costs  
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▌ Figure 2 ▌  Welfare Gains/Costs under the EZW Preference 

 
Notes : The baseline is the case that has consumption fluctuation with known structure. α γ is the case with 

the maximum structural uncertainty based on the NIG distribution. 0*SD(g), 0.5*SD(g), and 0.75*SD(g) 
are welfare gains from reducing the standard deviation of consumption growth SD(g) to 0%, 50%, and 
75% respectively.  

 
due to the structural uncertainty may be smaller than the welfare gains 
from eliminating the consumption fluctuation with a known structure. It 
may also be noted that the size of welfare costs become bigger as more 
structural uncertainties are incorporated. The above results imply that 
the welfare cost associated with consumption fluctuations may not be 
trivial, and it could be even bigger if the DGP of the consumption 
fluctuation were associated with the structural uncertainty. 

 
 
5. Conclusion 
 
Consumption fluctuations may entail welfare costs to risk-averse 

consumers; thus, stabilization policy may be sought over the business 
cycles. It may be of interest to analyze how much of welfare gains may 
be achieved by mitigating consumption fluctuations over the business 
cycles. The structure that generates the consumption fluctuation may be 
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even unknown; thus, the unknown structure underlying the DGP may 
bring in additional welfare costs. The present study analyzes the 
quantitative role of the structural uncertainty in its effect on welfare 
costs. 

This paper derives the welfare measure under the EZW preference as 
well as the CRRA preference and expresses them in terms of the 
moment-generating function. In addition, it considers the structural 
uncertainty in the consumption fluctuation in comparison with a known-
fixed structure and analyzes how much the structural uncertainty could 
contribute to the welfare costs. Based on calibration exercises, it shows 
that consumption fluctuations may entail non-trivial welfare costs and 
incorporating the structural uncertainty into the DGP of the consumption 
fluctuation may bring in bigger welfare costs. 

The welfare effects of the structural uncertainty have been analyzed 
in the present study. It may also be of interest to ask what may be 
sources of the structural uncertainty. Simply, we may not know the true 
structure that generates economic fluctuations. Or, the fundamental 
structure of our socio-economic system itself may not be so stable that it 
may go through continuing changes over the human history. Thus, the 
DGPs may be viewed as associated with some structural uncertainties. If 
we had any reasons to care about or to take into account the structural 
uncertainty, we might be interested in benefits or costs of living with the 
structural uncertainty, which the present paper has asked about.  
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▌ Appendix ▌  

Appendix 1. Computing the Welfare Measure 
 

(1A) Computing the welfare measure under the CRRA 
Preference 
 W =E [∑ e C ] 

 
If   C =C eµ e /  and ln ~i. i. d. N 0, σ  were assumed,  W   E [∑ e C ] 

= C ∑ e eµ E e / ε ] 
 

Defining m 1 γ  = E e / ε ]= e / , W C ; P = C m 1 γ ∑ e µ  
 

If C =C e ,  and g , ~i. i. d. were assumed, W  = C ∑ e E e , ] 

=  C ∑ e E e ,  
 

By defining m 1 γ E e , ], W  =  C ∑ e m 1 γ  

= C ∑ exp ρ ln m 1 γ t 
= C      



 Appendix 417 

= C    
 

In short, the expected lifetime utility may be expressed as below. 
 W  = C   1 βm 1 γ  

 
(1B) Computing the welfare measure under the EZW  

preference 
 

If U = ΦC  is substituted into the following equation, U = C e 1 γ E U   ΦC  = C e 1 γ E U  

By substituting E U ΦC E e , ΦC m 1 γ ,  ΦC = C e 1 γ Φ C m 1 γ   1 γ Φ  = 1 e 1 γ Φ m 1 γ   1 γ Φ 1 e m 1 γ  = 1  Φ = 1 e m 1 γ  
 

In short,  W C ; P C 1 β m 1 γ  

 
Appendix 2. Computing the Welfare Gains/Costs  
 
The welfare gains/costs due to risk or structural uncertainty can be 

computed by solving the following welfare-equivalent transformation.  
 W 1 λ C ; m =W C ; m  

 
Where m 1 γ  is the MGF of the baseline case while m 1 γ  is the 
MGF of the alternative. The compensation in consumption (λ) can be  
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found by solving the welfare-equivalent transformation.   
For the following welfare measure, 
 W C ; m 1 γ = C m 1 γ ∑ e µ  
 
The consumption compensation (λ) can be found by solving the 

welfare-equivalent transformation.  
 C m 1 γ ∑ e µ  = C m 1 γ ∑ e µ  

 1 λ m 1 γ  = m 1 γ  
 λ =  / 1 = e / -1 

 
For the following welfare measure, 
 W C ; m 1 γ = C  
 
The consumption compensation (λ) can be found by solving the 

welfare-equivalent transformation.  
 C   = C   

 λ =   / 1 
 
For the following welfare measure, 
 U C ; m 1 γ C1 γ 1 β m 1 γ  

 
The consumption compensation (λ) can be found by solving the 

welfare-equivalent transformation.  
 1 λ C1 γ 1 β m 1 γ  
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= C 1 β m 1 γ  

 1 λ 1 β m 1 γ  = 1 β m 1 γ  

 λ =  1 
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Abstract 
 
Greenbook forecasts are used in making monetary policy. If private 

sectors use forecasts that are in line with Greenbook in making their 
economic decision they will be benefited from the Fed’s monetary 
policy. Unfortunately Greenbook becomes available to the public with 5 
year lag. Therefore the alternative forecasts from Survey of Professional 
Forecasters (SPF) have been valuable substitute. Users of SPF would 
want to choose elements of the survey which are closest to Greenbook 
to guide their decision making. In practice, the median of SPF is widely 
used. However, whether the median is superior to other forecasts in the 
survey is not clear. This paper evaluates percentiles of SPF to find 
which percentiles of SPF are in line with the Greenbook forecasts in 
terms of forecast rationality, predictive ability, and forecast encompassing. 
Overall, most of rational SPF percentiles are as predictive as Greenbook 
for output growth forecast but not for inflation forecast. All SPF 
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percentiles are encompassed by Greenbook. While the best SPF 
percentile of output growth forecast is found near the median SPF, the 
best SPF percentile of inflation forecast is far below the SPF median. 
Hence, the SPF-median over-predicts inflation. 

 
 
1. Introduction 
 
A good forecast can reduce the uncertainty and is crucial in 

household decision-making, business strategic planning and government 
policy making. Greenbook forecast of the Federal Reserve Board is 
generally known as one of the best forecast projects in the U.S., not only 
because it is well-designed with sophisticated methods, but also because 
it yields out better forecast result than those forecasts made by private 
sectors, the phenomenon so-called “Greenbook’s information 
asymmetry”, first systematically studied in Romer and Romer (2000). 
Although Greenbook may be the most useful forecast for policy making, 
its 5-year lag of publication prevents individuals and firms from taking 
advantage of it. Such a delay of publication is due to the fact that this 
forecast is closely related to policy making and full exposure to public 
may compromise the efficacy of monetary policy. So individuals and 
firms need to find alternative forecasts made by private sectors to guide 
their decision making. 

Therefore, Survey of Professional Forecasters (SPF), one of the most 
known private sector forecasts firstly conducted in the fourth quarter of 
1968, attracts the attention of many business practitioners as well as 
academic researchers. SPF is a survey forecast made by forecasters that 
largely come from the business world or Wall Street. Before 1990, SPF 
was conducted by American Statistical Association and National Bureau 
of Economic Research (ASA-NBER), and afterwards the Federal 
Reserve Bank of Philadelphia took over it and ran the forecast with 
several improvements. Unlike Greenbook in which only a single 
forecast value is given in each time for each variable at a certain 
horizon, the SPF consists of many forecast values made by different 
forecasters. There are three main characteristics of the forecasters 
involved: specialty, anonymity and volatility. Most of SPF forecasters 
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take career in business or finance fields and are directly exposed to 
economic conditions. As Croushore (1993) pointed out, “they forecast 
as part of their current job”. Anonymity of forecasters is guaranteed in 
order to encourage forecasters to make their own judgment without 
worrying about being erroneous or deviant from others.1 Moreover, SPF 
forecasters exhibit high volatility over time. No people keeps responding 
the survey all the time: it is common that old forecasters disappear while 
new ones come in. Besides, the number of SPF forecasters is quite 
different over time, for example, ranging from 9 to more than 80 in 
GNP/GDP price index forecast. 

Many studies have been devoted to discover detail information 
behind the SPF forecasts from various aspects. Zarnowitz and Braun 
(1994) find that there is a positive correlation between the volatility of a 
certain time series variable and the errors of the corresponding forecast, 
that SPF dispersion among the individual forecasts is often large and 
increases with forecast horizon, that the group mean of the SPF 
forecasts produces significant gain in accuracy, and that the SPF 
forecasts generally outperform many econometric and time series 
forecasting models. 

Regarding the asymmetry of the loss function, Elliott, Komunjer and 
Timmermann (2008) find that although the rationality under symmetric 
loss is frequently rejected in the SPF nominal output forecast, “only a 
relatively modest degree of asymmetry in the loss function is required to 
overturn rejections of the null hypothesis [of forecast rationality]”. 

By assuming a class of loss functions allowing asymmetry proposed 
by Elliott, Komunjer and Timmermann (2005, EKT henceforth), they 
estimate the asymmetric loss parameter and find that under asymmetric 
loss, forecast rationality is much less rejected. 

In Capistran and Timmermann (2008), the pattern of dispersion in 
SPF is carefully scrutinized. They provide explanation for the relation 
between disagreement and bias in inflation forecast of SPF and the level 
and variance of current inflation. Asymmetry in loss and heterogeneity 
in agent’s loss function are found to explain “why inflation uncertainty 

                                                      
1  SPF gives every forecaster a code number, making it available to track the behavior of 

each forecaster over time. 
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drives the disagreement among inflation forecasters”. A constant bias 
component in addition can help explaining “why a substantial portion of 
individual forecasters change from underpredicting inflation to overpredicting 
it around 1982”. 

There are also many papers comparing the forecast performance of 
Greenbook and SPF. In Romer and Romer (2000), they develop 
information asymmetry test and find that in inflation forecast, 
Greenbook generally outperforms other private sector forecasts 
including the median SPF forecast. Wang and Lee (2012), by applying 
the EKT method to both Greenbook forecast and the median SPF 
forecast, find that generally the Greenbook forecast and the median of 
SPF forecast have similar asymmetric loss level over time and explain 
that forecasters in SPF try to be in line with Greenbook with respect to 
loss preference in order to take advantage of the incoming policy that 
are made based on Greenbook.  

However, information loss occurs when we only use the median SPF 
forecast, since it may not provide comprehensive understanding of the 
whole survey data. The median of SPF is widely used, but it is not clear 
whether the median is superior to other percentiles. It is possible that 
other SPF percentiles yield even better forecasts. Although many have 
investigated the forecast accuracy of SPF forecast against the Greenbook 
forecast, most tests are conducted with symmetric squared error loss that 
is not supported empirically for Greenbook and SPF forecasts. cf. 
Capistran (2008). 

This paper is an extension to the literature related to evaluation of 
forecast performance of SPF. There are several important innovations 
included. We examine the performance of various SPF percentiles for 
both real output growth forecast and inflation forecast. SPF- i (defined 
in Section 2) denotes time-series of the ith percentile of SPF forecasts. 
Different SPF-i percentiles include different views and attitudes in 
forecasting future economy, so we evaluate various SPF-i and look for 
the best SPF percentile. For that matter we compare 

SPF percentiles to the benchmark Greenbook forecast. Since both 
forecast agents exhibit certain level of asymmetric preferences in their 
loss functions, we take three approaches to evaluate SPF-i with respect 
to Greenbook.s asymmetric loss. First, by applying the forecast 



 

424 Fiscal Sustainability and Innovative Welfare System 

rationality test of EKT, we find out which SPF percentiles have the 
same asymmetric loss parameter as Greenbook. That is to find which 
SPF-i is rational under the Greenbook forecast error loss. Second, by 
applying the test of Diebold and Mariano (DM 1995), we examine 
which SPF percentiles have the same forecast accuracy as Greenbook 
(measured in Greenbook’s loss). Third, by applying forecast encompassing 
testing (cf. Harvey, Leybourne and Newbold 1998) with expectile 
regression method of Newey and Powell (1987), we look for which SPF 
percentiles are not encompassed by Greenbook forecast (again in 
Greenbook’s loss function). 

This paper is organized as follows. Sections 2 describes the data. 
Section 3 offers a brief introduction to the EKT method. Section 4 
presents the existence of asymmetric loss in Greenbook. Section 5 
evaluates the performance of SPF in Greenbook’s asymmetric loss. 
Section 6 concludes. 

 
 
2. Data 
 
Survey of Professional Forecasters is the oldest quarterly survey 

forecast in the United States. In order to evaluate forecast performance 
of SPF, we use quarter-over-quarter growth rate of real output forecast 
and inflation forecast.2 Forecast horizon h = 1, 4 representing for short 
horizon and long horizon are used in this paper. The time period we use 
in one-step-ahead forecast is from 1968Q4 to 2006Q4. Although the 
SPF contains forecasts of most recent quarters, only data before 2006Q4 
are included since the evaluation of SPF’s forecast performance 
involves the use of Greenbook forecast (denoted by  ), which has a 
five-year  lag of publication. Similarly, due to the data availability at the 
source, the time period we use in four-step-ahead forecast is from 
1974Q4, after which 4  forecast is made continuously, to 2006Q4. 
In addition, three sub-sample periods are used to check the robustness of 
our results, which will be discussed later. 

                                                      
2  The forecasts were for growth of GNP and GNP price index from 1965 to 1991 and 

for GDP and GDP price index since 1992. 
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The ith percentile of SPF forecasts, denoted as SPF-i, is the time-
series of ith percentile in every cross-sectional distribution of forecasts 
at time . Let   be number of the SPF forecasts at time t. We order the   cross-sectional forecast values at quarter  from the smallest to the 
largest such that in the ordered sequence of SPF forecasts, , ,  , 1 . Since   varies over time, we rescale each 
set 1, … ,  into (0, 100). 

We use simpler notation , :  for the ith percentile in 
the cross-sectional distribution of SPF forecasts at time t. 3  

The index  denotes the percentile of  in the cross-sectional 
distribution of SPF forecasts at time . For example,  means the 
median forecast in the cross-sectional set of SPF forecasts at time . 
SPF-i denotes the time-series SPF-i ,…, .  So SPF-50 is the 
time-series of median SPF forecasts. Although forecast environment, 
forecast  objection, and composition of participants are different in each 
time, in the same time-series SPF-i, , and  share an 
common attitude of  being at the same percentile among their peers over 
different time  and . Our goal is to evaluate the forecast performance 
of those SPF forecasts with the same  as a group. Preference among 
different percentiles can be widely different from each other. For 
example, in inflation forecast, SPF-10 in the lower percentile of cross-
sectional distribution, tends to be optimistic about future economy, 
while SPF-90 in the upper percentile is comparatively pessimistic in that 
they give out high future inflation forecasts among all. 

Notably, this method of data processing is not favored by Engelberg, 
Manski and Williams (2009), who prefer tracking individual forecasters 
given survey data since “this makes trans-parent the heterogeneity of the panel 
and avoids improper inferences due to changing panel composition”. In 
Capistran and Timmermann (2008), their analysis of survey data focuses 
on forecasters with at least 30 non-zero forecasts. Admittedly, 
heterogeneity of the panel together with changing panel composition 
will make the aggregate time-series analysis difficult. However in SPF, 
it’s reasonable to assume that new forecasters are drawn randomly and 
that the forecasters miss the survey and leave the project at random, so 

                                                      
3  ‘a := b’ means that a is defined by b, while ‘a =: b’ means that b is defined by a. 
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the changing panel composition may not affect our aggregate time-
series analysis using the cross-sectional percentiles of the SPF forecasts. 
Real-time data is used as realized values of forecast target variables in 
this paper. Real-time data is the data after the second revision provided 
in the official website of Federal Reserve Bank of Philadelphia. As 
discussed in Croushore and Stark (2001), in real time data, growth rate 
of the current quarter is computed in the following quarter’s vintage. 
Less statistical error is found in the second revision real time data 
compared to the initial revision data. Also, fewer rebenchmarking and 
definitional changes occurs in the second revision data compared to the 
‘revised data’ which use the latest vintage. By applying the 
transformation : 400 ln  /  , where  is the real output 
index or price index at time , we obtain the series  of quarter-over-
quarter rate of real output growth and inflation. 
 
 

3. EKT Method 
 

We evaluate the performance of SPF-i in the EKT framework 
allowing asymmetry, in which GMM framework is used to estimate the 
asymmetric loss parameter and the J-test is adopted to check the 
forecast rationality under asymmetric loss. Here we briefly summarize 
the main points of this method. Assume that the forecasters that are 
forecasting  at time 1, … ,  use the following loss function 

 ; 1 2 · 1 0 · | |          (1) 
 

where  be the h-step-ahead linear forecast of  conditional 
on the information set  at time t, where Θ is an unknown k-vector 
of parameters from the parameter space Θ and  is a k-vector of 
variables that are -measurable. Here h is the forecast horizon, 0, 1 is the asymmetry parameter indicating the asymmetric 
preference of the forecaster, and p, the exponential parameter, is a 
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positive integer. In this paper, we use 1,2. 1 ·  is the indicator 
function which equals to 1 when its argument in parenthesis holds true  
and 0 otherwise.  can be either Greenbook forecast  or the SPF-i 

.  
For a given parameter , the forecaster constructs rational linear 

forecast , where  solves 
 arg  min ;                                                               (2) 
 

Take the first order condition (FOC), we obtain the following k 
orthogonality conditions, 

  · 1 0 · | | 0                 (3) 
 

However, our goal is not to estimate  to construct . Forecast values , ,…,  are given from Greenbook and SPF and we wish to estimate 
the asymmetry parameter  for the given forecasts . Under proper 
assumptions, EKT shows that  is a one-to-one mapping from (0. 1) 
to the parameter space Θ. So we can back out the parameter , from . 
Although , which contains all the information used by the forecast 
producers (the staffs in FRB and the professional forecasters in the 
SPF), is not observable to the forecast users, a smaller number 1  
of instruments  is sufficient to estimate the scalar . The results 
presented in this paper use a constant and the lagged realized value, 1, , as the instrument variable (so here 2). The results 
with other choices of instruments as considered in EKT are virtually the 
same and thus not reported for space (see Section 5.5). 

For a given forecast , write the orthogonality condition in (3), with 1,  replacing , 
 ; · 1 0 · | | 0,        (4) 
 

which defines .   can be obtained from the unique minimum of the 
weighted quadratic distance 
  min ; ; · · ; ,                                      (5) 
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where S is a positive definite   weight matrix. Notice that ;  is a quadratic equation in , we take derivative of ;  with 
respect to . Then  can be written as, 
 

 
where · | |  and  · 10  · | | .  Notice that ; . 

Hence, given the forecast vector  … , we estimate  in 
(6) from 

 

 
where 

 1 · | | , 1 · 1 0 · | | , 
; α 1 1 , 

; · 1 0 · | | , 
 

and 1  . The estimation of S uses Newey and West’s (1987)  
method. Because the computation of ; α depends on α , we use 
iteration starting from ; α  to compute the initial estimate , , then plug it into ; ,  to get a more efficient weighting 
matrix f; , , and use ; ,  to compute a new 
estimate , . These steps are repeated until convergence. 

arg min ; . (6) 

; α; α , (7) 
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The J-statistic, known as the overidentification test, can be used to 
test for rationality of forecasts under the asymmetric loss 

 ; : ;  ;  ; ,    (8) 
 

where ; ̂ ∑ ; ̂ ̂ .  Under 
the null, ;  statistic follows the asymptotic χ  distribution 
with ( 1) degrees of freedom, while a large value of the statistic 
leads to rejection of rationality under asymmetry parameter . Ad-
itionally, replacing  with a certain fixed value (say) , we can use 

 ; ;  ;  ;  
 

to test for forecast rationality under the asymmetry parameter , which 
follows the asymptotic χ  distribution with m degrees of freedom. In 
particular, with 0.5, we can test the forecast rationality under 
symmetric loss. As we are interested in evaluation of SPF in Greenbook 
forecast error loss (which is the paper’s title), we apply the J-test to  
SPF-i, , with fixing , the estimate of  for  
Greenbook forecast. This will lead to Section 5.1, for testing SPF’s 
forecast rationality under Greenbook’s loss function. 
 

 
4. Asymmetry in Greenbook’s Loss Function 
 
Before evaluating the forecast performance of SPF in Greenbook’s 

forecast loss function in section 5, we first examine the properties of the 
Greenbook’s loss. If Greenbook is rational under symmetric loss, there 
is little reason to use an asymmetric loss in forecast evaluation. However 
empirically, Greenbook forecast exhibits time-varying asymmetry in its 
loss function. Capistran (2008), by splitting the whole data period into 2 
sub-periods, Pre-Volcker and Since-Volcker (Paul Volcker was the FRB 
chairman from 1979 to 1987), finds that the direction of asymmetry in 
Pre-Volcker era is opposite to that of Since-Volcker era. Wang and Lee 
(2012), by using rolling windows, find that the degree and direction of 
asymmetry in Greenbook’s loss are time-varying and that forecast 
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rationality is often rejected under symmetric loss, while it is rarely 
rejected allowing asymmetric loss. Notably, there is a significant and 
consistent underprediction in real output growth forecast during 1990s 
and in inflation forecast during 1980s and 1990s. 

In this section we examine the time-varying asymmetry in Greenbook’s 
forecast error loss by splitting the whole data period into three sub-
periods – Before-1982, 1982-2000, and After-2000. There are several 
reasons for dividing the data in this way. Before 1981Q3, the forecasts 
of real output growth in SPF were not a pure forecast result but 
calculated through dividing the forecast of nominal output by the 
forecast of price index. This may undermine the result of our tests. Also, 
Capistran and Timmermann (2008) find “the shift in the sign of the bias 
observed for a substantial portion of forecasters around 1982”. Wang 
and Lee (2012) confirm this shift by finding that during 1980s and 
1990s, the asymmetric level of Greenbook inflation forecast is high 
above 0.5, punishing underprediction much more than overprediction. 
Lastly, according to the official website of FRB of Philadelphia, after 
early 2000, “the Greenbook has often been published a few days before 
the U.S. Bureau of Economic Analysis releases the latest quarterly data 
(known by SPF panelists) on the U.S. national income and product 
accounts”. Such an information advantage may have an influence on our 
comparison between Greenbook and SPF. In addition, Wang and Lee 
(2012) find an apparent shift in the direction of Greenbook’s loss 
asymmetry in both real output growth and inflation forecasts around 
2000. 

We compute the estimates as well as the standard errors of the 
asymmetric parameter of Greenbook forecasts for these three sub-
periods. As the EKT estimator in (7) is consistent and asymptotically 
normal (conditional on the given forecast f ) 

 | 0, B ,                        (9) 
 
the asymptotic standard error of   can be obtained from se  ( ) 

=   . Table 1 shows the estimates and standard 
errors (in brackets) of the asymmetric parameter of Greenbook forecast. 
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▌ Table 1 ▌  Estimates of ̂  and se ̂  for Greenbook Forecast 

 full data period before 1982 1982-2000 after 2000   1 real output growth  4 real output growth  1 inflation   4 inflation 

.586 (.064) 

.579 (.074) 

.529 (.077) 

.603 (.093) 

.732 (.085)

.861 (.103)

.407 (.123)

.156 (.109)

.351 (.090)

.371 (.100)

.780 (.057)

.884 (.047)

.856 (.066) 

.778 (.078) 

.139 (.121) 

.111 (.066) 

 
We test the null hypothesis : 0.5  using t-statistic GB 0.5 /se GB  with the 5% level asymptotic critical 

value 1.96. For the full period the estimated parameters are quite 
different from 0.5 while all four t-statistics are too small to reject the 
null. On the contrary, in three sub-periods, most estimates  are 
significantly away from 0.5, and absolute value of t-statistics are often 
bigger than 1.96 so that we can reject the null. Notably, the estimates 

 before 1982 and after 2000 tend to be similar, in that the estimated 
asymmetric parameters are larger than 0.5 in real output growth forecast 
and smaller than 0.5 in inflation forecast, while the opposite is observed 
in 1982-2000. 

 

▌ Table 2 ▌  Rationality of Greenbook Forecasts under Symmetric Loss: ; 0.5   

 full data period before 1982 1982-2000 after 2000   1 real output growth  4 real output growth  1 inflation   4 inflation 

2.370 (.306) 
1.163 (.559) 
0.143 (.931) 
1.226 (.542) 

8.848 (.012)
16.546 (.000)
1.841 (.398)
11.672 (.003)

3.974 (.137)
2.544 (.280)
24.622 (.000)
66.381 (.000)

30.624 (.000) 
13.160 (.001) 
9.472 (.009) 
36.409 (.000) 

 
 

▌ Table 3 ▌  Rationality of Greenbook Forecasts under Symmetric Loss: ;   

 full data period before 1982 1982-2000 after 2000   1 real output growth  4 real output growth  1 inflation   4 inflation 

0.527 (.468) 
0.006 (.940) 
0.006 (.938) 
0.004 (.949) 

1.452 (.228)
4.228 (.004)
1.267 (.260)
1.648 (.199)

1.208 (.272)
0.867 (.352)
0.209 (.648)
0.864 (.353)

1.771 (.192) 
0.255 (.614) 
0.607 (.436) 
1.395 (.238) 
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The J-statistic tests whether Greenbook forecasts are rational with 
certain loss function parameter α. The J-statistics and their p-values (in 
brackets) are presented in Table 2 with α 0.5 and in Table 3 with  α . 

We rejected the forecast rationality at 5% level when the p-value is 
smaller than 0.05. The results are coherent with results showed in Table 
1. In the whole period, rationality tests under symmetric loss are not 
rejected, but in three sub-periods, most p-values are smaller than 0.05, 
which means those forecasts are not rational under symmetric loss. 
However, allowing asymmetric loss in Table 3, the forecast rationality is 
not rejected for all cases but one. In addition, all statistics in Table 3 are 
smaller than those in Table 2, which indicates that Greenbook forecast is 
rationalizable by allowing the asymmetry in the loss function.  

As Greenbook forecast exhibits time-varying asymmetry in the 
forecast loss function, the forecast evaluation of Greenbook and SPF 
under symmetric loss has little value. During 1982-2000, we learn from 
Table 1 that the estimated asymmetric parameter is high above 0.5, 
overpredicting inflation, reflecting a cautious view about future 
inflation. Since Greenbook forecast is used in policy making, if private 
sectors forecast inflation with the same cautious view and make their 
economic and financial decision based on that forecast, they will be 
benefited from the Fed’s monetary policy. In other words, the users of 
SPF would choose SPF-i forecast which is closest to Greenbook in 
terms of both loss preference and forecast performance to guide their 
decision making. Commonly the median of SPF is widely used by 
public. However, whether the median (SPF-50) is superior to other 
percentiles of SPF forecasts (SPF-i) in this sense is not clear. Therefore, 
we wish to evaluate each percentile of SPF-i to find a percentile in all 
SPF-i that is in line with the Greenbook forecast error loss function and 
yields the best forecast performance under that loss function. In Section 
5, we take three approaches of evaluating SPF-i under Greenbook loss 
function and look for the best percentile among SPF (best SPF-i) for 
users to use. 
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5. Evaluating SPF in Greenbook Forecast Error Loss 
 
In this section, we adopt three tests to evaluate SPF in Greenbook 

forecast error loss. Subsection 5.1 tests the forecast rationality of SPF-i 
in Greenbook’s loss. Subsection 5.2 compares the forecast accuracy 
between Greenbook and SPF in Greenbook’s loss. Subsection 5.3 
checks whether SPF-i is encompassed by Greenbook in Greenbook’s 
loss. Subsection 5.4 provides the main empirical results and Subsection 
5.5 checks for robustness of the results. 

 
5.1. Forecast Rationality of SPF-i 
 
In this subsection, we focus on the forecast loss function parameter 

. We compare the value of asymmetry α in Greenbook and SPF by 
testing if the SPF-i forecasts are rational in Greenbook forecast error 
loss. In a sense, we measure the difference between SPF-i and 
Greenbook forecasts in terms of forecast loss parameter . The J-
statistic is computed for the SPF-i to test for its rationality but in view of 
Greenbook loss. We take the following procedure: (i) Estimate the 
Greenbook’s loss function parameter ; (ii) Use the Greenbook’s 
estimated loss with α  to compute the J-statistic for the ith 
percentile SPF-i 

 ; ;  ; ;                                       (10) 
 

Note that ; and ; are computed 
for the Greenbook loss parameter but using the SPF-i forecast. This J-
test follows asymptotically χ  distribution under the null hypothesis 
that the SPF-i is rational under the Greenbook loss. The rejection of the 
null means that under Greenbook’s loss parameter, the forecast 
rationality of SPF-i is rejected, indicating that the loss function 
parameter  for the SPF-i is not equal to that  of 
Greenbook forecast. 
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▌  Figure 1 ▌  Testing for Rationality of SPF-i: ;  

 

 
 
Notes : The solid line is the values of the rationality test statistics ; ̂ . The abscissa represents 

the ith SPF percentile. The dashed line is the 5% critical value of χ2(2) distribution. The results are 
reported with 2 in the loss function. Panel (a) is the result with 1 for real output growth 
forecast, Panel (b) is the result with 4 for real output growth forecast, Panel (c) with 1 for 
inflation forecast, and Panel (d) is the result with 4 for inflation forecast. The full data period is used. 

 
In Figure 1, Panel (a) is result with 1 for the real output growth 

forecast, Panel (b) is the result with 4 for the real output growth 
forecast, Panel (c) is result with 1inflation forecast and Panel (d) is 
result with 4 inflation forecast. Full data period is used. Black line 
is the value of the J-test statistics over different i, the dashed line is the 
value of χ  (2) distribution at 5% level. Results are discussed in 
Subsection 5.4. 
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5.2. Forecast Accuracy of SPF-i 
 
In this subsection, we investigate which percentiles SPF-i have the 

equal forecast accuracy as Greenbook. We use the DM test to test the 
equality of forecast accuracy, with the accuracy measured in Greenbook’s 
loss  function. Let the forecast error of Greenbook denoted by :

  and that of SPF-i denoted by : .  
Assume  that both Greenbook and SPF-i adopt the loss function defined 
in (1) with α  estimated from (7) using the Greenbook 
forecast values . The loss of Greenbook and SPF-i can be written as 

 ; 1 2 · 1                                      0 · , ; 1 2 · 1                                             0 · . 

 

Define ; ; the difference 

of two forecasts in loss but using the same . To test the null hypothesis 
of the equal forecast accuracy : 0, we estimate  by ∑ . Then under , 
 √ Ω / 0,1                                               (11) 

 
where Ω ∑ ω| | ∑ | | | |   and  ω| | 1 | | .  Since  is non-negative, one-sided asymptotic 
test is to reject  if   1.645 at 5% level. The rejection of the 
null  would indicate that SPF-i is not as good as Greenbook in terms 
of Greenbook’s loss function. We present the results in Figure 2.  
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▌  Figure 2 ▌  Testing for Equal Forecast Accuracy of SPF-i and Greenbook:  

 

 
Notes : The solid line is the value of the  statistic for different SPF-i  ,  and the dashed line is the 5% 

asymptotic critical value of the one-sided t test. The results are reported with   2 in the loss 
function. The abscissa represents the i th SPF percentile. Panel (a) is the result with   1 for real 
output growth forecast, Panel (b) is the result with   4 for real output growth forecast, Panel (c) with   1  for inflation forecast, and Panel (d) is the result with   4 for inflation forecast. The full data 
period is used. 

 
Figure 2 presents   against i in the abscissa. Panel (a) is the 

result with    1  for real output growth forecast, Panel (b) is result 
with   4 for real output growth forecast, Panel (c) is result with   1  for inflation forecast and Panel (d) is result with   4 for 
inflation forecast. The dashed line is 1.645 for the 5% level one-sided 
test. Findings are discussed in Subsection 5.4. 
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5.3. Forecast Encompassing of SPF-i by Greenbook 
 
In this subsection, we adopt test of forecast encompassing in order to 

test whether the Greenbook encompasses SPF-i, or not. If not, it would 
be interesting to see which percentile SPF-i would contain useful 
information that is not in Greenbook. Different from the literature on the 
forecast encompassing test under a symmetric forecast error loss, we use 
the quantile and expectile regression method in this paper, which adopts 
asymmetric forecast error loss functions in conducting the forecast 
encompassing tests. In fact, this is a new extension of the forecasting 
encompassing literature that has not been seen before to the best of our 
knowledge. 

Consider a combined forecast  
 1                                            (12) 
 

The forecast combination may contain SPF-i with the weight  which 
may be either positive or negative. If 0, SPF-i is encompassed by 
Greenbook forecast. If 0,  SPF-i has some contribution to the 
combined forecast that is improved over Greenbook. If 0,  SPF-i 
should go “short” in forming a portfolio of the two forecasts, in which 
case the combined forecast can still be better than Greenbook with 
shorting SPF-i with a negative weight. 

Define the error term . The equation (12) can 
be rewritten in errors as 

 
                                             (13) 

 
The loss function we minimize to estimate  in (13) is 

 ; 1 2 · 1                                             0 · .            (14) 
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Here the forecast error exponent p is a positive integer and the 
loss asymmetry parameter α  is chosen at Greenbook’s 
loss parameter. The regression with this kind of asymmetric loss 
function in equation (14) with   2 is discussed in Newey and 
Powell (1987), known as expectile regression. When   1 , 
regression with loss equation (14) becomes quantile regression of 
Koenker and Bassett (1978). Note that  depends on , 
and thus  should be preferred notation to . When 
the expected loss is minimized, it is clear that = arg lim ; )] can be any real number, and may be 
negative or larger than 1. 

Under the null hypothesis : 0,   encompasses  
. It means that, under Greenbook’s asymmetric loss, the  

Greenbook forecast is superior to SPF-i forecast, because if we have 
both of them at hand, the best forecast combination we can construct is 
just the Greenbook forecast, rendering the SPF-i useless. If the null 
hypothesis is rejected, the combination forecast will combine both 
forecasts so that SPF-i can contribute to the forecast combination. 
Appendix in Section 7 shows how we estimate  and its consistent 
asymptotic standard error se , which are used for computing the 
95% asymptotic confidence interval 
 λ: 1.96 se λ 1.96 se .    (15) 
 

If , the null hypothesis that : 0 is rejected at 
5% level (against the  two-sided alternative).4 

 
 

  
                                                      
4  As we are interested in comparing the estimated values  with 0 and 1, we report 

the point and interval estimates in Figure 3, instead of reporting the standardized test 

statistic / se   as in Figure 2. 
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▌  Figure 3 ▌  Testing for Forecast Encompassing: ̂  

 

 
Notes : The thick solid line is the estimated values of ̂  over different SPF-I , the two light 

solid lines are the asymptotic 95% confidence interval estimates using se ̂ , and the  
dashed line is for H : 0. The results are reported with   2 in the loss function. The abscissa 
represents the ith SPF percentile. Panel (a) is the result with   1 for real output growth forecast, 
Panel (b) is the result with   4 for real output growth forecast, Panel (c) with   1  for inflation 
forecast, and Panel (d) is the result with   4 for in.ation forecast. The full data period is used. 

 
In Figure 3, Panel (a) is the result with   1  for real output 

growth forecast, Panel (b) with   4  for real output growth 
forecast, Panel (c) is the result with   1 for inflation forecast, 
and Panel (d) is result with   4 for inflation forecast. The full 
data period is used. The abscissa represents the index i for SPF-i. 
Dark line is the estimates  for SPF-i, two light lines are the 
95% confidence intervals, and the dashed line is 0. Findings 
are discussed in Subsection 5.4. 
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5.4. SPF Percentile Sets 
 
To summarize the results from the figures, let us define three 

percentile sets of SPF-i, which collect the SPF-i percentiles who 
are as rational as Greenbook according to : ; , 
who are as accurate as Greenbook according to the loss-difference, 
and who are not encompassed by Greenbook: 
 Rationality : , . 5.99                     : SPF i who is as rational as Greenbook , 

Accuracy   : . 1.645                     : SPF i who is as accurate as Greenbook , 
Not Encompassed : 0 = : SPF i who is not encompassed                                      by Greenbook . 
 
From the results in Figures 1-3, these SPF percentile sets are 

computed and presented in Table 4.  is an empty set. In each SPF 
Percentile Set, the best SPF percentile is identified and reported in the 
bottom half of Table 4. All of these numbers in Table 4 can be observed 
from the figures without using a magnifying lens. 

 
▌ Table 4 ▌  SPF Percentile Sets and Best Percentiles 

 Figure 1 Figure 2 Figure 3 
SPF Percentile Set R  A  N E     1 real output growth   4 real output growth   1 inflation   4 inflation 

30 75  27    81  25 72  12 61  

21 90  14    90  
 14 24  

 
 
 
 

Best Percentile : min  : min  : max    1 real output growth   4 real output growth   1 inflation   4 inflation 

53  49  47  30  

54  40  36  19  

54  41  25  18  
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In Figure 1, the rationality percentile sets of all panels are quite wide, 
which means there are a wide range of percentiles in SPF not rejecting 
forecast rationality with Greenbook’s loss function. Except for graph of   4  inflation forecast which is left shifted, other three graphs are 
well symmetric to the median. Best percentiles in all panels of Figure 1 
have near zero, and appears near the 50th except that in   4  
inflation forecast, where the best percentile is 30th, in the lower 
percentile. Note that the best percentile of rationality test in Figure 1 is 
of little value since the test only measures loss function parameter, but 
doesn’t take into consideration forecast accuracy. However, the 
rationality percentile set is important for the other two tests. In forecast 
accuracy test and forecast encompassing test, we evaluate forecast 
performance of SPF-i in Greenbook’s loss function parameter, so only 
those percentiles of SPF that are not rejected to have same loss function 
as Greenbook in rationality test can be justified in the results of the 
other two tests. This should be done by finding the distribution of other 
test statistic (for example, ) conditioning on , which is an 
interesting topic beyond this paper. Here we simply neglect the  
percentiles Rationality  in the other two tests for forecast accuracy  
and encompassing.  

In Figure 2, the accuracy percentile sets for real output growth 
forecast are wide and include the median. This indicates that most SPF-i 
have the same forecast accuracy compared to Greenbook. The corresponding 
best percentiles are 54th and 40th, which are both near the median. On 
the contrary, in inflation forecast, the accuracy percentile sets do not 
include the median SPF. For short horizon inflation forecast, no SPF 
percentiles are as accurate as Greenbook and the best percentile is 36th, 
further left from the median. For long horizon inflation forecast, the 
accuracy percentile set 14    24 is quite narrow and its best 
element (in the sense that it is as close as Greenbook) is the 19th 
percentile (SPF-19), which are far left from the median (thus smaller 
than the median). Hence, the SPF median (SPF-50) tends to over-predict 
inflation compared to Greenbook. Generally, SPF has better forecast 
results in real output growth than in inflation. Note that by construction, 

 should be non-negative. However, some  are slightly 
negative for output forecast in Panels (a) and (b) around the best SPF-i. 
This is caused by the estimation errors in finite sample. 
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In Figure 3, for all four forecasts, not-encompassed percentile set is 
empty, indicating that all SPF percentiles are encompassed by 
Greenbook. While all are encompassed, the best SPF percentiles for real 
output growth forecasts can be found near the median (54th for  1 and 
41st for   4). They have a large  and are close to rejection of 
being encompassed. However, it is very different for the inflation 
forecasts. The best SPF percentiles for inflation forecasts are far away 
from the median (25th for   1 and 18th for   4), indicating the 
use of the median SPF should be avoided for inflation forecasting. 
Besides, for real output forecast are much larger than those for 
inflation forecast. 

We have seen that the best SPF inflation forecasts are in lower 
percentiles far below the median SPF according to min , min , 
and especially max . We also look at min to see how bad the 
median may be. Surprisingly, we find that the median SPF is (near) the 
worst inflation forecast according to this, with : min 42 for   1 and : min 50  for   4. The worst SPF is the 42nd 
SPF percentile, near the median, for short horizon inflation forecast. The 
median is the worst for long horizon inflation forecast. It is interesting 
to note that both cases have the negative estimated weights, 0   for   1 and 0 for   4, which indicates that we 
should not use the SPF median for inflation forecast. 

The empirical results are summarized as follows.  
1. The SPF rationality percentile set R  is wide for both real 

output growth and inflation, both   1,4. There is a wide range 
of SPF-i that are not rejected to be rational with Greenbook’s loss. 

2. The SPF accuracy percentile set  A  is wide for real output 
growth, but it is empty or very narrow for inflation forecast. The 
equal forecast accuracy under Greenbook’s loss between SPF-i 
and Greenbook is not rejected for real output growth but is 
rejected for inflation forecast. 

3. The SPF non-encompassed percentile set N E  is 
empty for both real output growth and inflation, for both   1,4. That is, all SPF-i for real output growth forecast and inflation 
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forecast are encompassed by Greenbook, which shows that 
Greenbook is superior to all SPF-i. Although not statistically 
significant, SPF-i tends to have a larger estimated weight in the 
combination forecast for real output growth forecast than for 
inflation forecast. 

4. Overall, the best SPF percentiles appear near the median for real 
output growth forecasts. However, for inflation forecasts, the best 
SPF percentiles are much smaller than the median and thus the 
SPF median is over-predicting inflation. The over-prediction of 
the median SPF is severe especially for long horizon inflation 
forecast. 

 
5.5. Robustness Checks 
 
Our results are robust to the choice of p. The results for   1 are 

similar to those for   2 presented in the paper. Different instrument 
variables are used to back out the asymmetric parameter. Besides 
choosing 1, , a constant and a lagged realized value, we 
have also tried with 1, ,  a constant and a lagged forecast 
error, and  1, , . Similar results can be found with those 
instrument variables. Besides, our results is robust to the choice of 
vintage method in the realized data. We use the latest vintage to 
compute the realized value of real output and inflation, known as the 
revised data and then conduct the same three tests. They give similar 
results, compared to those with real-time data presented above. 

Another important issue affecting our results is the choice of time 
period. Results above use the full data period. However, during the full 
data period, the asymmetric level of both real output growth forecast 
and inflation forecast is mild, which can be seen in Table 1 or 2. So we 
check three sub-periods, before 1982, 1982-2000 and after 2000. 
Generally, the results are similar to those with full data period. The best 
percentiles still appear near the median for real output forecast and 
locate in the lower percentile for inflation forecast. In forecast 
rationality test, the percentile sets not rejecting rationality with 
Greenbook’s loss function are still wide. In forecast accuracy test, most 
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percentiles are of the same forecast accuracy as Greenbook for real 
output forecast, and the opposite is observed for inflation forecast. 
However, A  differs in each sub-period. For example, in 1982-
2000, accuracy percentile set for   1 inflation is 26    42 , 
while the accuracy percentile set for   4  inflation is empty . 
Although it’s quite different from results with the full data periods,   
and 14    24  in each case, this difference doesn’t weaken the 
robustness of our results. In forecast encompassing test, while in the full 
data periods, N E   is , in sub-periods, some SPF-i near 
the best percentiles are not encompassed by Greenbook. 

It happens mostly in real output forecast. Meanwhile, our finding that 
SPF real output forecast generally does a better job compared to SPF 
inflation forecast is substantiated in sub-periods. Also, medians of 
inflation forecasts are, if not the worst in terms of , much worse than 
some lower percentiles. Notably, after 2000, the general forecast 
performance of SPF-i is better than that of all other periods, in that they 
have significantly larger estimated weight in combination forecast with 
Greenbook. 5 

 
 
6. Conclusions 
 
In this paper, we evaluate the performance of various percentiles of 

the Survey of Professional Forecasters with respect to the asymmetric 
forecast error loss function of Greenbook. Firstly, a wide presence of 
SPF percentiles that are rational under Greenbook’s loss indicates that 
SPF tends to stand in line with Greenbook in terms of the forecast loss 
function parameter. Because Greenbook’s loss preference may have 
important implication in the process of monetary policy making, 
standing in line with Greenbook’s loss preference and making economic 
or financial decisions in that line is beneficial as they can take 
advantages of the future policy. 

                                                      
5  In this sub-period, the standard errors are relatively large because of short data length. 

So the result is less convincing. 
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Moreover, relative to Greenbook, the SPF inflation forecast generally 
performs worse than the SPF real output growth forecast. Compared to 
the SPF inflation forecast, the SPF real output growth forecast is more 
similar to Greenbook forecast in forecast accuracy. Romer and Romer 
(2000) find that Greenbook’s inflation forecast is superior to other 
private sector forecasts including SPF, which they call Greenbook’s 
information asymmetry against private sectors. They argue that this is 
most probably because “the Federal Reserve commits far more 
resources to forecasting than even the largest commercial forecasters”. 
Here in this paper we confirm this finding in the SPF inflation forecast 
vis-à-vis Greenbook. All SPF percentiles forecasts are encompassed by 
Greenbook.  

Our finding on the best SPF percentiles is new, which will be useful 
for SPF users. Since in forecasting, the Fed evaluates underprediction 
and overprediction asymmetrically and differently over time, the best 
SPF forecast should be not only with the best forecast accuracy but also 
with the loss parameter in line with Greenbook’s loss parameter to keep 
the SPF forecasts rational from Greenbook’s perspective. The SPF users 
can gain benefit from closely keeping up with the Fed in asymmetric 
loss preference. We define the best SPF percentiles by evaluating their 
rationality, accuracy, non-encompassedness, relative to Greenbook. 
They are those who are rational under Greenbook’s loss and are as 
accurate as Greenbook and have large weights in the combination 
forecast with Greenbook. 

While the common practice of using the median SPF for real output 
growth forecast is reasonable, the median SPF for inflation forecast is 
far from being the best. As the best SPF percentile inflation forecast is 
found in lower percentiles far left from the median SPF, more SPF 
percentiles are overpredicting inflation and fewer are underpredicting it. 
Hence, the SPF-median tends to over-predict inflation. 
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▌ Appendix ▌  

The appendix explains how we compute   and se ( ) in (15). 
Consider the linear expectile regression 

 
,                                                                   (16) 

 
where  is a scalar dependent variable and  is a 1 vector. The 1  parameter , minimizing the loss function in (1) with  2  
  | 1 0 | · E · ,                     (17) 
 

is estimated by the asymmetric least squares (ALS) estimator, which 
solves the following equation iteratively 
 1 ·  

                  1 · . 
 

See Newey and Powell (1987, p. 826). For the iteration we start with 0 and put it into the RHS to obtain the first , . Then plug 
this to the RHS of the equation to get a new , . These steps are 
repeated until convergence. Newey and Powell (1987, pp. 827-828) 
show the asymptotic normality of  and its consistent covariance 
matrix estimator. That is, for the simple case when 1  as in our 
model in (13), 

 √  /     0,1                                    (19) 

(18) 
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where   ,  ∑  ,   ∑ ,  ,  | 1   0|. 
With our notation, α , ,  1, ,  and 

. The ALS estimator   is 
computed iteratively from 

 1 · 
              1                      · . 
 

The asymptotic confidence interval (15), as shown in Figure 3, is 
computed with the asymptotic standard error 

   / /                                                   . 
 

(20) 



 

450 Fiscal Sustainability and Innovative Welfare System 

CHAPTER 13 
Market Structure and Cost Pass-through in Retail* 
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Abstract 
 
We examine the extent to which vertical and horizontal market 

structure can together explain incomplete retail pass-through. To answer 
this question, we use scanner data from a large U.S. retailer to estimate 
product level pass-through for three different vertical structures: 
national brands, private label goods not manufactured by the retailer and 
private label goods manufactured by the retailer. Our findings 
emphasize that accounting for the interaction of vertical and horizontal 
structure is important for understanding how market structure affects 
pass-through, as a reduction in double-marginalization can raise pass-
through directly but can also reduce it indirectly by increasing market 
share. 
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1. Introduction 
 
Understanding pass-through – the transmission of costs to prices – is 

critical to closed and open economy macroeconomics, with implications 
for inflation and the real effects of monetary policy, exchange rate 
shocks, and shocks to individual components of final prices like wages 
and commodity prices. A large and growing literature decomposes the 
sources of incomplete pass-through into local non-traded costs, menu 
costs, and market power/markup adjustment (Goldberg and Hellerstein 
(2011), Nakamura and Zerom (2010)) or into individual retail and 
wholesale components (Gopinath et al. (2011), Nakamura (2008)). A 
separate literature has focused on explaining variation in pass-through 
across products and markets due to different market structures. Some 
studies analyze horizontal market structure, relating markups and 
pricing power to product market shares (Atkeson and Burstein (2008), 
Berman et al. (2011), Auer and Schoenle (2012)) and find that firms and 
products with larger market shares have lower cost pass-through. Others 
have analyzed vertical market structure – particularly the differences 
between arm’s-length and intra-firm international trade transactions – 
finding that intra-firm prices exhibit greater flexibility and higher 
exchange rate pass-through (Bernard et al. (2006), Neiman (2010), 
Neiman (2011), Hellerstein and Villas-Boas (2010)). This is consistent 
with a theoretical model where vertical integration leads to intermediate 
goods being priced at or closer to marginal cost, which reduces or 
eliminates the variable markups on intermediate goods that can act as a 
buffer between costs and prices. 

In this paper we use data from a major American supermarket chain 
to estimate thousands of product level pass-through rates and assess 
their relation to the vertical and horizontal characteristics within 
narrowly defined categories. We are able to examine two steps in the 
cost pass-through chain – commodity prices to wholesale prices, and 
wholesale prices to retail prices. This is critical given uncertainty about 
whether retailer self-reported cost measures accurately reflect allocative 
marginal costs, particularly for intra-firm transactions, as we are able to 
examine pass-through from commodity prices to retail prices directly. 
We distinguish between three different vertical structures – national 
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brands, private labels manufactured by other firms and private labels 
manufactured directly by the retailer – which represent decreasing 
degrees of double-marginalization and increasing control of the value 
chain by the retailer.1  This distinction is also critical for our empirical 
analysis, as the magnitude of the vertical effect we identify is much 
larger and more robust for products directly manufactured by the retailer. 
We are also able to control for product heterogeneity at a fine level and 
measure both product and firm (brand) market shares, which is 
important for assessing the role of horizontal market power given the 
ubiquity of multi-product firms. 

To motivate our empirical analysis we develop a simple model 
combining Spengler (1950) and Dornbusch (1987) that highlights the 
interaction between horizonta l and vertical structure and its implications 
for pass-through of commodity to wholesale to retail prices. Our 
exploration of the interaction between horizontal and vertical market 
structure is novel to the empirical pass-through literature to the best of 
our knowledge and has both a micro and a macro implication. The 
micro implication is that ceteris paribus vertical integration raises 
market share by lowering price; in a model where market share lowers 
pass-through, this generates a countervailing force that partly offsets the 
direct impact of vertical integration which is to increase pass-through 
(conditional on market share). This generates a classic omitted variable 
bias in regressions that omit either vertical or horizontal variables, 
biasing the included variable towards zero. The macro implication 
relates to the observation that vertical integration in general and private 
labels in particular are often associated with increased market power for 
integrating firm. For example, European countries with more 
concentrated retail sectors have higher private label shares, and we find 
some suggestive evidence that the net effect lowers pass-through of 

                                                 
1  National brand manufacturers charge a markup over the marginal costs of physical 

production as well as associated services like marketing and distribution. Private 
label manufacturers charge a markup over physical production but typically do not 
undertake marketing or distribution activities. When the retailer manufactures the 
good directly, it presumably sets the wholesale price of the private labels it 
manufactures equal to the marginal manufacturing cost though how this is shows up 
in the retailer self-reported cost measure is unclear. 
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commodity prices to retail prices. This has some bearing on findings 
about general trends in cost pass-through to consumer prices. In a 
domestic context, Weinhagen (2002) uses BLS aggregate data to show 
that between 1974-1989 and 1990-2001, pass-through from crude/ 
intermediate goods prices to finished goods/CPI prices fell, while pass-
through from finished goods prices to CPI increased. In international 
trade, Bailliu and Bouakez (2004), Gagnon and Ihrig (2002), and 
Frankel et al. (2005) have documented the decline in exchange rate 
pass-through to import prices for industrialized and emerging-market 
countries in recent years, and some have hypothesized that changes in 
market structure have played some role in this decline. A decline in 
pass-through would be be at odds with an increased reliance on intra-
firm trade if the results of Neiman (2010) are taken in isolation, but if 
the rise in intra-firm trade is driven by rising horizontal market power of 
multinationals this effect could dominate any changes in vertical 
structure. 2 

For vertical market structure, we find that greater control of the value 
chain by the retailer results in higher commodity price pass-through into 
retail prices, which is consistent with a reduction in double-
marginalization – commodity price to retail price pass-through over a 12 
month horizon is 40% higher for retail manufactured goods and 10% 
higher for private label goods not manufactured by the retailer, 
compared to national brands in the same narrow product category. We 
also find a sizeable effect of horizontal market structure, as products and 
brands with larger market shares have lower cost pass-through, 
consistent with greater pricing power and higher markups. As a check 
on whether our retailer is representative we show that similar results are 
obtained using data from multiple retailers in a smaller number of 
product categories. 

Our results confirm that horizontal and vertical market structure 
interactions are important, as vertical-integration lowers double-
marginalization, which can raise pass-through, but also lowers price and 

                                                 
2 Intra-firm trade has been relatively stable in the US over the last decade but rising in 

Japan. Unfortunately there is no historical data on aggregate US intra-firm trade going 
further back. 
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hence typically increases market share, which can lower pass-through. 
We find that doubling the product market share within a narrow 
category reduces passthrough by 73%, and doubling the brand share 
reduces it by 38%. We find that on average the net effect of these two 
forces is an increase in pass-through for the private label products, but 
that, consistent with our model, the vertical-integration effect is larger 
when we control for product and brand market shares – pass-through for 
retailer manufactured products is 40% higher than for national brands 
conditional on market share versus 30% unconditionally. We show that 
while horizontal structure has a similar effect on both the commodity 
wholesale and wholesale-retail pass-through, the effect of vertical 
structure is more subtle. Most of the increase in pass-through from 
greater retail control of the value chain occurs at the commodity-
wholesale level, with wholesale to retail pass-through typically 
decreasing in the retailer share of the value chain. This is consistent with 
the theory when there are additional retail marginal costs and private 
labels either have lower wholesale prices than comparable national 
brands or higher retail marginal cost – both of these are plausible and 
the former is directly verifiable in our data. 

Our focus on cost pass-through in a domestic retail context is 
important for several reasons. First, in many countries such as the 
United States the majority of products consumed, the majority of 
products that make up the CPI, and the majority of product market 
competition comes from domestic sources. A focus on multi-product 
grocery retail highlights the ubiquity of double-marginalization and its 
potential interactions with market power to generate incomplete pass-
through of cost shocks. Second, while some of the academic literature 
treats retailers as having little market power and therefore as unlikely to 
be a source of variable markups, consolidation and entry of big box 
retailers into the supermarket industry has led to rising concentration at 
the retail level with implications for pricing behavior. Villas-Boas (2007) 
shows that for yogurt, prices behave “as if” wholesalers set prices equal 
to marginal costs and retailers had all of the pricing power, consistent 
with high bargaining power for retailers or non-linear pricing by the 
manufacturers that avoids the profit-reducing effects of double-
marginalization. Thus our findings relate to a broader question of whether 
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retail market power is important for generating incomplete pass-through 
and whether bargaining and non-marginal cost pricing schemes are able 
to reduce or eliminate the effects of double-marginalization on pass-
through in this context. Third, a likely consequence of retail consolidation 
and concentration in the United States has been a steady growth in 
private labels, which now make up about 20% of national grocery sales 
and a similar share for our retailer. In Europe the private label share is 
over 35% and in Britain over 50%. 3  As private labels are often 
perceived as lower quality and/or better value relative to national brands, 
the recent growth of private labels during the Great Recession (Figure 1) 
also highlights the potential for cyclical shifts in the composition of 
groceries between national brands and private labels. Whether private 
label shares matter for cost pass-through is an open question that we are 
the first to address directly using several data sources.  

 
▌  Figure 1 ▌  Share of Private Label Goods over the Years 

 
Source : AC Nielsen Strategic Planner 
  

                                                 
3 See IRISymphony “Retail Private Label Brands in Europe: Current and Emerging 

Trends” at: http://www.symphonyiri.eu/Insights/EuropeanWhitepapers/tabid/262/Default.aspx 
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Most of the recent literature analyzing the effect of market structure 
on pass-through has used trade micro data. Auer and Schoenle (2012) 
and Neiman (2010) use BLS trade micro data to estimate pass-through 
differences based on differences in horizontal and vertical market 
structure respectively while Berman et al. (2011) use French export data. 4 

Compared to this literature, our setting has several advantages. We have 
a precise measure of vertical structure compared to the self-reported 
intra-firm status of transactions in the BLS data5 and our ability to 
identify private labels that are and are not manufactured by the retailer 
gives us an effective “continuum” in the degree of double-marginalization. 
A general issue in the trade literature is whether the reported intra-firm 
prices are really allocative “transaction” prices or rather tax-avoidance 
and accounting fictions (as suggested by Bernard et al. (2006) and 
Clausing (2003)) – while the BLS classifies intra-firm transactions into 
“market-based,” “cost-based,” “other non-market based” and “unknown 
pricing methods,” the precise definition of “price” is just as problematic 
as the definition of “intra-firm” for the trade data. We are able to 
examine pass-through from one allocative price to another (commodity 
to retail) and to examine wholesale prices of externally-manufactured 
private labels that represent a lesser degree of double-marginalization 
than national brands while being otherwise similar (though still 
potentially non-allocative). Our data also enable us to directly measure 
market shares at the product and firm level, which is impossible in many 
of the trade micro data sets that do not record quantities and firm 
identities – this is critical both for direct measurement of the effects of 
market shares on pass-through and our analysis of the interaction 

                                                 
4  There is also a substantial trade literature that looks at “vertical” linkages across 

countries, e.g. the role of imported intermediate inputs. ? present an analysis of how 
this affects exchange rate pass-through using Belgian trade and firm micro data. Some 
other papers that use BLS trade micro data to study the determinants of passthrough 
include Gopinath and Rigobon (2008) who present general facts on pricing, Gopinath 
and Itskhoki (2010) who look at the relationship between price change frequency and 
long-run pass-through, Gopinath et al. (2010) who look at the effects of currency of 
pricing on pass-through, and Nakamura and Steinsson (2012) and Gagnon et al. (2011) 
who look at measurement of pass-through in the presence of product replacement bias. 

5 Gopinath and Rigobon (2008) suggest that firms probably use the Bureau of Economic 
Analysis definition which is a 10% ownership share. 
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between horizontal and vertical market structure. Finally, our products 
are precisely defined (unique Universal Product Codes) and we can 
classify them into competitive segments at a fairly broad level (product 
categories, e.g. yogurt, milk, flavored milk) and a very precise level  
(subsubclasses, e.g. 32 ounce mainstream white whole milk, 64 ounce  
2%  reduced fat organic milk). This is important since differences in the 
share of marginal costs subject to a cost-shifter (e.g. a commodity price 
or exchange rate) can be another source of incomplete and variable 
pass-through across products. 

Our study also relates to a large literature studying the determinants 
of retail and wholesale pass-through in a domestic context. Several 
studies have looked as pass-through from wholesale to retail prices 
(Gopinath et al. (2011), Nakamura (2008), Eichenbaum et al. (2011)), 
commodity prices to retail prices (Berck et al. (2009)), and commodity, 
wholesale and retail prices combined (Nakamura and Zerom (2010) for 
coffee, Goldberg and Hellerstein (2011) for beer). We build on this 
literature by considering both commodity to wholesale and wholesale to 
retail pass-through for a large number of products and categories and 
linking passthrough rates to different horizontal and vertical structures. 
Our focus on private labels as a source of different vertical retailer-
manufacturer interactions in pricing adds another dimension to structural 
(Villas-Boas and Hellerstein (2006), Villas-Boas (2007),Villas-Boas and 
Zhao (2005), Kadiyali et al. (2000), Sudhir (2001)) and reduced form 
(Hastings (2004), Chevalier et al. (2003)) analysis of retailer pricing 
power and vertical relationships in retail. Hoch and Banerji (1993), Raju 
et al. (1995), Batra and Sinha (2000), Chintagunta et al. (2002) and 
Chintagunta and Bonfrer (2004) analyze the effect of private label 
introduction on strategic retailermanufacturer interactions, focusing on 
the effect of private label introduction on the levels of market share, 
prices, markups and profits going to manufacturers and retailers. Our 
paper differs by distinguishing between private labels that are 
manufactured or not manufactured by the retailer and by focusing on the 
differential pass-through of commodity and whole sale prices to retail 
prices across many different product categories due to market structure. 
Balanced against these contributions, our study has several limitations. 
First, the time-series dimension of our data is relatively short for our 
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main sample (41 months) so our focus is on pass-through at modest 
durations (up to one year). Second, while the product dimension is very 
large, our main results only apply to a single retailer. We use 
supplemental IRI Symphony data that covers multiple US retailers and a 
longer time period (but a smaller number of product categories) to 
verify that our main results hold. Third, we do not have complete data 
on the cost structure so differences in non-commodity marginal costs 
may drive some of our results despite what we think are the best 
controls for product and consumer heterogeneity available (e.g. similar 
sized cartons of 2% organic milk sold by the same retailer). 

Our paper proceeds as follows. Section 2 presents a model that links 
horizontal and vertical structure to cost pass-through and encompasses 
both retailer-manufactured and externallymanufactured private labels to 
motivate our analysis. Section 3 describes our main data set. Section 4 
presents our main empirical findings on pass-through, some robustness 
checks, and a replication of our main findings on a multiple-retailer 
dataset. Section 5 discusses the macro implications of our findings with 
respect to the US business cycle and a cross-section of European 
countries with differing private label market shares. Section 6 concludes. 

 
 
2. Model 
 
2.1. Basic Setup 
 
We first describe pass-through with horizontal and vertical market 

power in the simplest partial equilibrium setting with only one retailer 
and manufacturer that take the cost of competitors as given. Our 
treatment is similar to the classic double-marginalization problem 
analyzed in Spengler (1950), which is similar to a Cournot Oligopoly 
with a Stackelberg leader. The retailer in the model takes its marginal 
cost as given. The retailer sets the price for brand i as a markup over 
marginal cost following the conventional formula. We denote the 
wholesale cost paid by retailer i as  and allow for an additional 
marginal cost of retailing . This additional cost is meant to capture the 
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(2) 

(3) 

(4) 

(1) 

marginal costs of distribution (between receiving warehouses and retail 
stores, except in the cases of direct-store-delivery by manufacturers), 
holding inventory, advertising, along with standard inputs like land, 
capital, labor, and energy inputs. Although some of these costs can be 
thought of as fixed costs, at least in the short-run, some of them will 
likely have a marginal cost component. These additional marginal costs 
imply that even absent any market power or markup over marginal costs, 
the pass-through from wholesale to retail prices would be less than 
complete. Formally, retailer s price-setting rule is the standard markup 
over marginal cost based on the elasticity of demand : 

 1 , where ∂∂ . 
 

The manufacturer sets the wholesale price taking into account its 
own demand curve and elasticity, which depend indirectly on retail 
markups and pricing decisions. Manufacturer i  has marginal cost    
where c is the price of commodity inputs and  represents other 
marginal costs of the firm, and sets the wholesale price  such that 
 1  

 
The elasticity of demand facing manufacturers  is given by 

 ∂∂ ∂∂ ∂∂  

 
The first part of this expression is just the demand elasticity with respect 
to retail price given by  while the second part reflects the pass-through 
from wholesale to retail prices, i.e. the percent change in retail price p 
due to a percent change in the wholesale price .  The passthrough 
coefficient is given by 

 ∂∂ 11  
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(5) 

The first equality in this equation holds for any demand system and 
shows how passthrough depends critically on the price elasticity of a 
price elasticity  – sometimes called a markup elasticity or “super-
elasticity” in the literature – as well as the marginal cost share of the 
“cost” being passed through ( ). 6  Pass-through from wholesale to 

retail prices in the model is incomplete (< 1) unless there are no 
additional marginal costs ( 0 , there are no markups over marginal 
cost ∞  or the markup is invariant( 0, the case with CES 
preferences). 

Based on equation 3, manufacturers face a lower demand elasticity 
than retailers (  ) when retail pass-through is below one. In this 
case the manufacturer markup and the retailer markup are strategic 
substitutes. The intuition is that an increase in wholesale price is not 
fully passed-through to consumers because retailers adjust their markups 
downward when their costs increase (or have to pay other costs that do 
not change), making the quantity purchased less elastic to changes in 
wholesale prices than retail prices. This also implies that pass-through 
from manufacturing cost ( ) to wholesale price will typically be 
lower than from wholesale cost to retail price, though the presence of 
non-commodity retail and manufacturing marginal costs (  and ) 
can potentially overturn this when they vary across products. 

With both retailing and manufacturing firms following their 
respective pricing rules, the equilibrium retail price is 

 1 1  

 
Equation 5 makes it explicit that retail and manufacturer markups 

over marginal cost give rise to double marginalization. Combined with a 
particular retail demand function, the system of equations for retail and 
wholesale prices will typically have a unique equilibrium but no closed-
                                                 
6 Note that this issue arises in analysis of exchange-rate pass-through as well, often 

through the form of imported intermediate inputs whose prices are affected when the 
exchange rate changes (e.g.Gopinath and Itskhoki (2010)) when analyzing at the dock 
prices and non-traded costs when analyzing exchange-rate pass-through to consumer 
prices of imported goods. 
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(6) 

(8) 

(7) 

form solution. 
Now consider the case where the retailer and manufacturer described 

above decide to vertically integrate. This would imply a pricing rule 
given by 

 1  

 
which eliminates the double marginalization in equation 5 – the integrated 
firm internalizes the negative pricing externality. This has the implication 
that the integrated firm will feature lower retail prices and larger total 
profits: 
 1 1  1 1 1 1 1  

 
 

Although under vertical integration the total markup per unit sold is 
lower, the larger volume sold ( )  results in higher profits.7  

While the implications of vertical integration for pricing and profits 
are unambiguous, the implications for pass-through in this model are 
ambiguous. The rise in volume ( ) generated by vertical 
integration is central to our analysis as in some commonly used demand 
systems this rise in market share will generate an increase in horizontal 
market power and thereby decrease pass-through. Commodity pass- 
through (  ) under vertical integration is given by: 

 11  

                                                 
7  Note that under the additional assumption that pass-through is increasing in cost 

(which applies to the functional form we assume in the next section) we will have 
. 
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(9) 

while under arm’s-length pricing it is given by the combined retail and 
wholesale commodity price pass-through: 
 11 11  

11 11  

 
The arm’s-length pass-through equation reveals that markup  

adjustment by manufacturers ( ) can provide an additional source  

of incomplete pass-through compared to the vertically integrated case; 
holding retail pass-through constant, this would tend to lower pass-
through for the arm’s-length case compared to the vertically integrated 
case. This first force for higher pass-through (“markup adjustment 
channel”) is only relevant when demand elasticities are variable but the 
economic intuition is fairly simple as the term is completely absent in 
the vertically integrated case but less than one when the elasticity  is  
finite and increasing in price  ( 0). 

Offsetting this first force is the term  in the denominator of the  

arm’s-length passthrough equation. This second force (“cost channel”) 
only arises when there are retail marginal costs, but in this case the level 
of the manufacturer’s markup directly raises pass-through since it  
increases  and hence the share of the retailer’s 

marginal cost affected by the shock .8 Pass-through is rising in the 

                                                 
8 This channel does not operate when the retail cost share is constant across products 

(e.g. Cobb-Douglas production function with wholesale and retail inputs) and could 
have an opposite effect if retail/wholesale inputs were substitutes. Our model is based 
on the more plausible case of perfect complementarity (e.g. Leontief production 
function) between retail and wholesale inputs. 
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commodity share of total costs   which in the presence of  

retail costs is amplified by the degree of double-marginalization. For the 
vertically-integrated case this is absent (effectively ∞ ) which 
results in lower pass-through. This term also provides insight into how 
shifting aspects of production between manufacturers and retailers could 
affect pass-through in the arm’s-length case. If private labels are 
equivalent to a shift from  and  to  and , this raises 
commodity to wholesale pass-through more than it lowers wholesale to 
retail pass-through and the net effect is to increase pass-through. Thus 
while this channel lowers commodity pass-through for retailer 
manufactured private labels, it always raises it for externally 
manufactured private labels. Note that in both cases the wholesale to 
retail pass-through is lower due to this channel. 

A third force (“market power channel”) is central to our empirical 
analysis and highlights the interaction between the horizontal and 
vertical effects of the model – vertical integration affects prices and 
market shares, which can potentially generate feedback effects on the 
markup and markup elasticity. Under many demand systems (including 
the one we investigate in greater detail in the quantitative results below) 
firms with larger market shares will  face lower demand elasticities and 
hence feature higher markups, which could in turn raise the markup  
elasticity (  and ) and lower pass-through. Thus while vertical  

integration or a shift in costs from the manufacturer to the retailer (e.g. 
going from  and  to  and ) can raise pass-through 
through the first two forces described above, by raising market share 
they generate a countervailing force that lowers pass-through. 

What determines which of these forces will dominate? We explore 
this with some quantitative simulations in the next section, but first 
conclude with a few general observations. The first force we identify 
(markup adjustment) will be stronger when the markup elasticities are 
high and markups are highly variable. The second force (cost share) will 
be stronger when either retail marginal costs  and/or the 
manufacturer markup level  are high. The third force (market power) 
will be strongest when vertical integration delivers the largest increase 
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(10) 

in market share and the markup elasticity is most sensitive to market 
share. 

Note that in the case of shifting costs from manufacturer to retailer 
(e.g. the non-manufactured private label goods where the only difference is 
the share of total marginal costs paid by the retailer) the first force is 
absent and the second force strictly increases pass-through. The third 
force still partly offsets the second, but as an indirect consequence of the 
second it only generates a second order countervailing effect, and the 
net effect of shifting from  and  to  and  increases 
pass-through unambiguously. In the case of full vertical integration all 
three forces play a role, and the cost channel can be strong enough to 
outweigh the markup adjustment channel even when the market power 
channel is absent. 

 
2.2. Quantitative Analysis 
 
To provide some additional insight we consider a particular version 

of the previous model along the lines of Dornbusch (1987). Consumer 
utility is CES and given by 

 1 1 1 1
 

 
where  is the CES elasticity of substitution,  denotes the “quality” of 
the good (a factor that shifts demand given price) and good z is an 
“outside good” or the rest of the market, whose price the retailer takes as  
given. We get the standard CES cost-of-living index 1

1 11 . 
The key assumption that allows variable elasticity is that while the 

retailer of brand i takes  and the price of the other brand as given 
when setting the price, it takes account of the effect of its own price  

on the overall price index P. This implies a simple elasticity of demand 
formula: 
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(11) 

(12) 

1  

 
where the elasticity of demand  is decreasing in the market share ( ) 
of the firm. Thus firms with more horizontal market power (larger 
market shares) face less elastic demand and set higher markups. This 
yields a simple formula for retail pass-through: 

 ∂∂ 1
 

 
where we see that a retailer with no market power ( 0) only has 
incomplete pass-through from the presence of local retail costs, but that 
a retailer with positive market power (  0) has incomplete pass-
through due to markup adjustments after a cost shock. Hence this model 
not only features variable markups that increase in market share, it 
features a markup elasticity that is increasing in market share (and hence 
pass-through that is decreasing in market share). 

While this model has no explicit solution, we provide some illustrative 
simulations. We hold set 4, 1, 12 and analyze the 
effects of a 0.1% increase in the commodity price c to 1.001 in all of our 
simulations. We picked these parameters to roughly match a few data 
moments from our data (i.e. low commodity pass-through suggests 

 are high relative to , higher pass-through from wholesale to 
retail implies higher  than , the ratio of retail to wholesale costs in 
our data together with assumptions on  pin down the elasticity , etc.) 
though our goal here is only to illustrate the quantitative impact of the 
different forces in the model. We consider three broad scenarios based 
on different prices of the outside good , setting  equal to 50, 25, and 
10. For each scenario we calculate five cases: 

 
1. National brand (NB): the arm’s-length pricing case (equation 5) 

where    and 4 

2. Private-label not vertically-integrated (PL-NVI): the arm’s-length 
case where   and 4  (so compared to the first case 
the retailer has a higher share of the noncommodity cost) 
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3. Private-label vertically-integrated (PL-VI): pricing based on equation 6 
and 4 

4 Constant-market share PL-NVI: similar to case 2, but we vary  such that the initial market share is exactly equal to case (1) 

5. Constant-market share PL-VI: similar to case 3, but we vary   
such that the initial market share is exactly equal to case (1) 

 
The PL-NVI case captures the idea that private labels that are externally 
manufactured represent a shifting of some activities (marketing and 
distribution) to the retailer from the manufacturer, without eliminating 
the need for these activities or eliminating the ability of the 
manufacturer to charge a markup over marginal cost. Recall that the 
three forces in the model are (1)full integration removes markup 
adjustment by manufacturers (raises pass-through), (2)the presence of 
retail costs lower’s pass-through for the vertically integrated case 
relative to arm’s-length, particularly when the retailer share of retail 
plus manufacturing marginal costs is higher (the PL-NVI case), and 
(3)both types of private labels lead to lower prices, higher market shares, 
higher markups, and lower pass-through when the markup elasticity is 
increasing in the markup. For the constant-market share cases listed 
above, the idea is to shut-down the third force in our model (the 
feedback from vertical integration to horizontal market power due to 
price reductions and market share increases) to isolate the combined 
effect of the first two forces. 

Table 1 presents the results and reports the price, market share, 
wholesale to retail passthrough and commodity to retail pass-through for 
all three broad scenarios and the five cases within each scenario. 
Scenario 1 illustrates a case where market shares are high because the 
outside good z is expensive. In this scenario, the first force dominates 
the second and third forces, so pass-through is increasing from NB to 
PL-NVI to PL-VI. Holding constant market share (by lowering d for the 
PL-NVI and PL-VI cases below 4) we see that this effect is even bigger, 
an illustration of how not conditioning on market share could lead to 
downward biased estimates of the effect of vertical structure on pass-
through. Note also that while commodity to retail pass-through is higher  
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▌ Table 1 ▌  Model Simulations 

Case Price Share   

Scenario 1: 50 

  NB 
PL-NVI 
PL-VI 

79.59   
76.57   
45.70   

0.554 
0.582 
0.868 

0.559 
 0.484 
 0.302 

0.021 
0.024 
0.027 

Constant market share 

PL-NVI 
PL-VI 

60.63 
22.71 

0.554 
0.554 

0.484 
0.495 

0.030 
 0.045 

Scenario 2: 25 

NB 
PL-NVI 
PL-VI 

43.52  
41.06  
28.74 

0.431 
0.475 
0.725 

0.627 
0.490 
0.386 

0.037 
 0.044 
 0.035 

Constant market share 

PL-NVI 
PL-VI 

35.88  
20.62  

0.431   
0.431 

0.497 
0.573 

0.050 
0.052 

Scenario 3: 10 

NB 
PL-NVI 
PL-VI 

26.60  
24.68  
19.63 

0.175  
0.210  
0.346 

0.777  
0.551  
0.627 

0.070 
0.079 
0.057 

Constant market share 

PL-NVI 
PL-VI 

23.82 
18.25 

0.175  
 0.175 

0.561  
0.735 

0.083 
0.067 

Note : All simulations use 4, 1, and 12. The first three cases in each scenario use 4 
while the constant market share cases vary  to match the market share of the NB case under that 
scenario. Under NB there is arm’s-length pricing but 2 and 10, while under PL-NVI there is 
arm’s-length pricing but 6. Under PL-VI there is full vertical integration. The pass-through is 
calculated based on a 0.1% increase in the commodity price, i.e. c increases to 1.001. 

 
for the PL cases, wholesale to retail pass-through is actually lower than 
for national brands. The reason for this is clear from equation 12 where 
even conditional on market share pass-through will be lower when w is 
lower, which is precisely the case when w contains a lower share of the 
total marginal costs (the PL-NVI case) or there is no markup on retail 
inputs (the PL-VI case).9 This also means that commodity to wholesale 

                                                 
9 For these simulations we assume that the retailer sets  w .. 
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pass-through is higher for the PL-NVI and PL-VI cases which can be 
easily backed out from the two estimates reported in the table. 

Scenario 2 illustrates the case with intermediate cost of outside good 
z, so firms start with lower market share. In this case the first force still 
dominates the second force, but the combined effect of the second and 
third force yield lower unconditional pass-through for the PL-VI case 
than the NB case. Pass-through is still higher for the PL-NVI case 
because in this case the second force works for higher pass-through and 
the third force is only second order. Note that conditional on market 
share, pass-through is higher for PL-VI than PL-NVI and NB, 
confirming that the first force dominates the second. Finally, Scenario 3 
illustrates the case with a low cost of the outside good z, so market share 
and markups are smaller and less variable. In this case the second force 
dominates the first force so that even conditional on market share, PL-
VI goods have lower pass-through than NB or PL-NVI goods.  

The intuition for the differences between the scenarios is that the first 
force (markup adjustment channel) depends on the markup elasticity, 
which is increasing in the initial market share and increasing in the gap 
between the atomistic firm elasticity  and the large firm elasticity 
(set to 1 in this case though this can be generalized). Otherwise the third 
force (market share channel) always lowers pass-through for the PL-VI 
and PL-NVI case. The second force (cost channel) always raises pass-
through for PL-NVI compared to NB but lowers it for PL-VI compared 
to NB – the strength of this channel also depends on , as raising  
raises the elasticity for every term and lowers the degree of double- 
marginalization   which is what generates the cost channel. Thus  

raising  reinforces the markup adjustment channel and weakens the 
cost channel, making scenario 1 more likely. 

We take four lessons from this simple model that are relevant for our 
empirical analysis:  

 
● In our setting, unconditional commodity pass-through can be higher 

or lower for national brands compared to vertically integrated goods 
(while externally manufactured private labels should always have 
higher pass-through). Econometrically, we would expect the effect 
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of the “private label” treatment to be quite heterogeneous across 
categories given the differing strength of the forces we identify. 

● Conditioning on market share could raise the commodity pass-
through of private labels relative to national brands, because vertical 
integration/private labels should lead to higher market share which 
can lower pass-through. Econometrically, omitting market share 
introduces an omitted variable bias that biases towards zero the 
positive effect of vertical integration/private labels; similarly 
omitting vertical structure could bias towards zero the (negative) 
estimates of the effect of market share. 

● Pass-through from wholesale to retail prices should be lower for 
private labels (vertically integrated or otherwise), though market 
share should still have a negative effect on pass-through at this level. 

● Differences in quality/demand (  or marginal cost shares (c,
 could confound estimation, so looking at similar goods (sold to 

similar customers, e.g. in the same store) is important. Differences 
in quality  get absorbed into market shares in our model, so the 
model’s prediction about the direction of omitted variable bias from 
ignoring market shares relies on the quality of private label goods 
being similar (or not too far below) that of national brands. 

 
2.2.1. Multiple Products and Firms 
 
We focus on the simplest partial equilibrium model since our goal is 

mainly to motivate the empirical analysis and provide intuition for the 
results. However the general insights are robust to other types of market 
interactions, and we briefly consider the role of multi-product firms and 
competition with multiple large firms instead of an outside good.  

The main feature of the Dornbusch (1987) model is that large firms 
internalize the effects of their price-setting on the aggregate price index, 
which results in higher prices than in a setting where the aggregate price 
index is taken as fixed. When a firm sells multiple products, which is 
standard for both retailers and manufacturers in the food and non-
durable sectors, raising the price on one product generates an externality 
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on the demand for all other products – multi-product firms that internalize 
this demand externality will therefore set even higher optimal prices 
than single product firms and those that do not internalize the demand 
externality. Thus the products of a multi-product firm effectively face 
less competition than if they were produced by a single-product firm, 
resulting in higher markups and prices. Note that a major implication of 
this pricing model is that while the market share of an individual 
product matters, the market share of that firm’s entire competing 
product line also matters, so that “market power” and pricing depend on 
both product and firm level market shares. In our setting multi-product 
manufacturers are dominant (including the retailer’s private label 
division) so this is an important channel of market power on cost pass-
through. We take this insight to the data in our empirical analysis and 
find that “brand” market share (defined as the market share of all 
products produced by the same firm within a given market segment) is 
just as important as product market share for determining pass-through 
overall, and that consistent with theory it operates primarily at the 
manufacturer level (wholesale price setting) rather than at the retail level. 
Multi-product retailers effectively face this positive externality across 
all of their goods, so only individual market shares should matter to 
them, along with their local retail market share, which is not observable 
in our data set. 

Expanding our model to multiple firms is fairly straightforward but 
requires additional assumptions about the nature of the competitive 
equilibrium (Bertrand vs. Cournot, timing of price-setting by multiple 
firms) and the presence of an outside good. While our analysis applies 
to a firm specific shock (holding  the price of other goods constant), a 
common shock across firms – like a commodity cost shock – will lead 
to higher pass-through than an idiosyncratic cost shock. When the price 
level of the competition  is correlated with , it allows the firm to pass 
on more of the increase in c to consumers. In a more general setting, the 
entire distribution of other firms could matter for the category level 
pass-through of common cost shocks. For example, Auer and Schoenle 
(2012) show that the entire distribution of firms can help predict pass-
through differences across sectors, trade partners and sector-trade 
partner pairs. We abstract from these considerations in our empirical 
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analysis by comparing pass-through rates across products with different 
vertical structures and market shares within narrow categories (conditioning 
on category fixed effects) rather than trying to explain differences in 
pass-through across categories. While our simple model’s predictions 
still map qualitatively into the empirics when extended to multiple firms, 
a quantitative assessment would require information on the precise 
market structure (with multiple multi product retailers and manufacturers) 
and the entire correlation structure of cost shocks. 

 
2.3. Choice of Vertical Structure 
 
While there is a large literature on the boundaries of the firm and 

vertical relationships, in our context it seems clear that many of the 
predominant themes – contractability, moral hazard, and hold-up problems 
– are unlikely to be applicable. The typical product category in our data 
set features several national brands and either no private labels, private 
labels manufactured directly by the retailer and private labels that are 
manufactured by third parties. The decision of the retailer about which 
categories to enter (and how) is difficult to relate to these types of 
considerations. Instead, we believe that the most important factors 
governing the retailer’s decision are the volume/scale of consumption in 
the product category as well as the extent of double-marginalization 
(inversely related to , the CES elasticity of substitution parameter). 

The importance of scale for vertical-integration relates to the boundary 
of firms, due to incomplete contracts (Antras (2003)) and heterogeneous 
firm, industry and country characteristics (Antras and Helpman (2004)). 
If firms have “core competencies” (in retail or manufacturing), expanding 
into other areas likely involves additional costs to the firm, relative to 
sourcing from outside the firm. Many of these costs are likely to have a 
fixed character, so larger firms will typically undertake a greater variety 
of tasks within the firm. There is also an important technological 
dimension related to minimum scales of production – when a retailer 
undertakes manufacturing of products exclusively destined for its own 
stores, it must be able to sell a sufficient volume to produce at a minimum 
of the average cost curve. National brands are able to sell in many stores, 
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(13) 

so are the naturally efficient producers for products that only sell in 
small volumes per retailer. By contrast, product categories with high 
volume in the grocery sector – such as bread and milk – are easier for 
the retailer to manufacture directly at an efficient scale. Note that the 
scale factor is likely to be particularly relevant for explaining why some 
categories feature retailer manufactured versus externally manufactured 
private labels (whose manufacturers can sell to multiple retailers). We 
later present some evidence that categories with vertically integrated 
private labels are typically larger than those with externally manufactured 
private levels, and provide further evidence of a correlation between 
private label market share and supermarket concentration ratios across 
European countries.  

Product categories with low demand elasticities ( ) and hence high 
markups are also choice candidates for vertical integration, as the gains 
from vertical integration are directly related to the extent of double-
marginalization and this depends critically on the final demand 
elasticities. The lower the demand elasticity and the higher the markup, 
the more a private label goods that succeeds in lowering prices – either 
through full vertical integration or transfer of some marginal costs from 
manufacturer to retailer – will gain market share and the more profitable 
it will be relative to a national brand. This effect will be bigger under 
full vertical integration where the benefit applies to the entire marginal 

 in the model) than under third-party private label manufacture, 
since the latter only avoids double marginalization on the (potentially 
small) share of costs that are transferred from the manufacturer to the 
retailer. 

If we let r denote the share of non-commodity marginal costs 
( ) paid by the retailer we can order the total retail+manufacturer 
profits for product i under different vertical structures from highest to 
lowest, with full vertical-integration (VI): 

 1 1  
 

partial integration/third-party manufacture (PI) 
 1 1 1 1  
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(14) 

(15) 

1 1 1  

 
and national brand (NB) 

 
 1 1 1 1     1 1 1 ,    

 
The key to recognizing the scale effects is to note that the q 

expressions scale up one for one with the size/volume of the category. 
Combined with a positive fixed cost for partialintegration ( 0) and 
a larger fixed cost for full vertical-integration ( ) there is a 
clear sorting pattern with the highest volume product categories being 
the most integrated, and potentially no private label entry in the smallest 
product categories. The elasticity effect is orthogonal to the scale effect 
– it affects the relative profitability (and conditional on entry, market 
share) of vertical integration, with the lowest elasticity categories 
providing the largest profit gains for full vertical integration. 

Finally, we note that demand for different products may not be 
identical and exclusively driven by retail prices – advertising and 
product quality may differ across vertical structures and may potentially 
generate differences in market shares and markups even if marginal 
costs are identical. This allows national brands to have larger market 
shares despite typically charging higher prices than private labels. While 
private labels also have access to advertising technology, the gains in 
market share are restricted to gains within the retail chain, whereas 
national brand advertising and product quality investments can affect 
the entire national or global market. When these advertising and quality 
differences require a fixed cost, it is reasonable to think that many 
national brands with large aggregate volumes (relative to private labels) 
will engage extensively in this type of demand-boosting activity, 
allowing them to charge higher prices than private labels while potentially 
also having larger market shares (or larger than would be expected 
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given their higher prices). 
While product quality and advertising are often seen as fixed 

investments by firms and not as marginal costs, these demand-boosting 
activities could potentially affect marginal costs (e.g. national brands 
may potentially have higher non-commodity marginal cost  ). 
In our empirical analysis, we are not able to directly observe these other 
marginal cost components. Controlling for market share is sufficient to 
deal with heterogeneous demand from marketing/product quality that 
may confound inference on the effects of vertical integration on 
commodity pass-through, but it cannot control for differences in pass-
through arising from different commodity (or wholesale) cost shares. 
While we control for product heterogeneity as much as possible using 
the narrowest classification in our data, without complete cost data or 
structural estimates of marginal cost for each of our products we cannot 
rule out that the non-commodity marginal costs may differ for national 
brands and private labels. However, if the cost shares are similar for 
vertically integrated and externally manufactured private labels, which 
seems reasonable given the comparable “quality” and advertising for 
these goods, a comparison of these two types of goods will provide 
evidence that is more robust to this critique. 

 
2.4. Frequency of Price Adjustment 
 
Our last theoretical observation draws on Gopinath and Itskhoki 

(2010) who document the important linkage between cost pass-through 
and the frequency of price adjustment for import prices. In a static 
setting with a menu cost (denoted by ), firms face the decision of 
whether to deviate from their current price when faced with a cost shock. 
Firms have a profit-maximizing ideal price  that depends on the 
cost shock c, and a current price that will be set ex-ante based on the 
entire expected distribution of cost shocks and the menu cost. After the 
cost-shock is realized, firms compare 

 , c  . ,                                                           (16) 
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and change their price if the left-hand side exceeds the right-hand side. 
A key determinant of the gains from changing the price – , c, – is the desired pass-through of cost shock c, which effectively 
determines the optimal price , c . When the passthrough from 
our model above is very small, firms gain much less from changing their 
prices in response to a given cost shock –  , ,  will be 
smaller for any c. This immediately implies the key finding of Gopinath 
and Itskhoki (2010) that long-term (desired) pass-through should be 
positively correlated with the frequency of price changes holding menu 
costs constant. For any given distribution of costs, the fraction of 
periods in which the firm will prefer to change its price (relative to the 
current price) is higher for firms with higher desired pass-through, i.e. 
firms with lower market shares or greater degrees of vertical integration. 
Although menu costs could potentially vary with horizontal and vertical 
structure and firms producing similar products might face different 
distributions of cost shocks, we see no obvious reasons why this would 
be the case and hence we examine whether our data are consistent with 
the ancillary prediction of the model for the frequency of price changes. 

 
 
3. Data Description 

 
3.1. Retailer Data 
 
Our retail data set consists of weekly store-level scanner data on the 

retail prices, wholesale costs, and quantity sold of individual UPCs. The 
data come from a large retailer and our sample covers operations in 250 
stores across 19 states for the weeks between January 2004 and June 
2007 (178 weeks total). 10  The data cover virtually all of the goods sold 
by each store, consisting of 200 product categories that span non-
durable goods such as food and beverages, magazines, housekeeping 
supplies, and personal care products. Products are identified by 
Universal Product Category (UPC) barcodes that identify unique 
products but the data provided to us also contains coarser categorizations 

                                                 
10 The data sharing agreement between this retailer and the research community is 

managed through the SIEPRGiannini data center. 



 

476 Fiscal Sustainability and Innovative Welfare System 

(including the product category measure mentioned above). 11 
As our goal is to analyze pass-through for similar nationally branded 

and private label goods, we restrict our attention to categories that 
contain both of these types of goods and to products that are sold 
frequently enough to avoid truncation and imputation of missing values. 
We distinguish private label goods from national brand goods by 
matching the UPC descriptions in our data with the names of private 
label brand lines. Within this list of private label goods, we distinguish 
those that are manufactured by the retailer from those that are branded 
but not manufactured using information from the manufacturing 
division web-site. We therefore categorize goods into three types: 
national brands (NB), private label products that are not manufactured 
by the retailer (‘private label branded’) and a private label good that is 
manufactured by the retailer (‘private label manufactured’). Our retailer 
has a significant private label presence across a wide range of categories, 
spanning relatively unprocessed  goods like meat, seafood and coffee to 
highly processed goods like cookies and cleaning products. There are 
175 categories that contain both private label goods and national brand 
goods. In addition to excluding certain categories, the other main 
selection criteria we use is that a product must be sold in at least one 
store/week every month for the 41 months in the sample period. This 
excludes a substantial number of UPCs that enter or exit during the 
sample period as well as those that only appear in a few months of data. 
When we also exclude categories that have a very low private label 
presence among the remaining UPCs (below 1% of category revenue) 
we are left with our main sample of 155 product categories, 20 of which 
contain at least some retailer manufactured products (including dairy, 
cookies, soft drinks and bread). Although our sample selection leaves us 
with only 18,941 out of 63,977 UPCs, this subsample represents over 
2/3 of revenue.  

Our data contain two measures of retail prices: a regular (or list) 
price and a sales price. The retail list price is calculated by dividing 
gross revenues by quantities sold. The sales price is calculated by 
dividing the net revenues (gross revenues net of promotions, coupons, 
                                                 
11 For more in-depth description of the data set, see Gopinath et al. (2011), Eichenbaum 

et al. (2011) and Burstein and Jaimovich (2009). 
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(17) 

and rebates) by quantities sold. Because of sales promotions, coupon 
usage, bulk discounts, and membership discounts that do not apply to 
every customer, it is often the case that different consumers pay 
different prices for a particular product in a given week. Using these 
measures, we calculate a national-level monthly (unweighted) price 
series for each item by averaging across stores and weeks in a month:  

 

, ∑ ,,
,  

 
where i is product, m is the month,  ,  is the set of all store by week 
observations for product i during month m, and ,  is the number of 
observations in set , . 

Our measure of retailer cost comes from the scanner data and is the 
reported wholesale list price at which the retailer can purchase the 
product (i.e. the current replacement price). This is the measure of cost 
used in Eichenbaum et al. (2011), Gopinath et al. (2011), and Burstein 
and Jaimovich (2009). Note that this cost measure may or may not 
include associated distribution services since some national brand 
manufacturers engage in direct-store-delivery (DSD) while others ship 
to central warehouses owned and operated by the retailer. Furthermore, 
the extensive use of promotions and contracts means that this cost 
measure does not always correspond to the marginal cost of the retailer, 
which may not be constant in quantity given the existence of incentives 
based on quantity targets. Given the tight relationship between changes 
in this wholesale list price and the retail price, and the lack of other 
evidence on the use of manufacturer promotions/incentives as a 
mechanism of adjustment following manufacturer cost shocks, we 
follow the previous literature and treat this wholesale list price as a 
primary component of the retailer’s marginal cost (  in the model) and 
as equivalent to a manufacturer/producer price. However, we add an 
important caveat to the previous literature by recognizing that the 
wholesale list price for products manufactured directly by the retailer 
may not be an allocative price for another reason – we recognize that 
these prices may be accounting fictions rather than representative of the 
true marginal production costs (  faced by the integrated retailer-
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manufacturer. This is one reason why our setup, which allows us to 
examine pass-through from commodity prices to retail prices, bypassing 
wholesale costs completely, is potentially advantageous for identifying 
the effects of vertical integration on pass-through. 

In addition to the price and cost measures provided by the retailer, 
we use the quantity measure to construct a product-level share of the 
retailer’s revenue or what we call “market share.” While this is not a 
true market share in that many of these products are sold by other 
competing retailers in local markets, differences in prices and within-
retailer revenue shares are still informative about the implied demand or 
quality-shifters for a product – a product with high quality can sell more 
at a given price, and compared to a product with the same marginal cost 
will receive a higher markup by manufacturers and/or retailers. We 
construct this revenue share level by taking the total gross revenue from 
the product over the entire sample period (which necessarily includes an 
across-store margin). We also construct firmlevel market shares to 
account for multi-product manufacturers (including our retailer). We do 
this using what is called the “manufacturer code” given by the first five 
digits of each UPC – these typically identify a unique manufacturer at 
the time of issuance, but changes in ownership through mergers and 
acquisitions take place without any change in the UPC. Our measure is 
thus more likely to be accurate within highly disaggregated product 
categories where a large manufacturer will not have multiple divisions 
(leading us to underestimate firm market share) and where ownership is 
likely to be uniform for UPCs sharing the same manufacturer code (as 
opposed to across broad categories where manufacturers are more likely 
to acquire or sell a division). While our measure is noisy, inspection of 
the UPC descriptions suggests that it provides a reasonably good match. 

Finally, the retailer provides classification information that we use to 
construct appropriate comparison sets for goods. In assessing the effects 
of different market structures on pass-through defining the appropriate 
set of comparison goods is important both for defining the relevant 
competition and for isolating the effects of observed market structure on 
pass-through from the effects of unobserved heterogeneity in product 
characteristics – there is no reason to expect an increase in a meat 
commodity price to affect the marginal cost of a “steak” and a 
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“frankfurter” product to the same degree, but comparing a nationally 
branded 6 pack of frankfurters with a private label 6 pack of similar 
dimensions is likely to be informative. The 155 product categories in the 
data are often too internally heterogeneous. Fortunately the retailer 
provides classification information down to a very disaggregate level, 
from category to class, subclass, and subsubclass. Subsubclass usually 
contains information on product volume but also modifiers like diet, 
organic, and flavors. To take a concrete example, a UPC with the 
description “Northern lights milk 2%” is in the “mainstream white milk” 
product category, “reduced fat 2%” class, and the “64 ounce reduced fat 
2% milk” subclass and subsubclass, while a UPC described as “Hersheys 
chocolate milk” is in the “mainstream white milk” category, the 
“flavored milk/milk substitute” class, “chocolate flavored milk/milk 
substitutes” subclass and “quart chocolate milk/milk substitutes” 
subsubclass. Thus while in some cases the more disaggregated 
categories overlap or do not add additional information, typically at the 
subsubclass level products will be differentiated by product dimension, 
premium/non-premium dimension, diet/fat-free/health/organic modifiers, 
and flavor modifiers. We can thus define our comparison sets for pass-
through regressions and for definitions of market share at different 
levels of aggregation – while our results turn out to be qualitatively 
robust from the category level on, the quantitative findings do depend 
on the level of disaggregation. We later report results using the most 
broad (category) and narrow (subsubclass) classifications to show this 
effect. 12 When a very narrow category does not contain both a national 
brand and a private label good, we aggregate up to the most disaggregated 
level that that contains both. 

Table 4 presents some descriptive sample statistics from the retailer 
data. Private label goods that are manufactured by the retailer tend to 
have a higher revenue share and brand share within a comparison group, 
while also exhibiting lower prices (70% to 83%) and wholesale costs 
(50% to 90%) than national brands and higher markups(5% to 30%). 
The median prices and wholesale costs of retailer manufactured goods 
are also lower than those for retailer branded goods by 7 to 10%. 

                                                 
12 Results using intermediate classifications are available by request.  
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3.2. Commodity and Wholesale Cost Indexes 
 
We supplement our product-level data on retailer prices, costs, and 

quantities with two measures of “common shocks” that should shift the 
marginal cost of similar goods by a similar amount: (1) commodity 
prices and (2) wholesale cost index. Commodity prices, like exchange 
rates, are arguably exogenous sources of cost variation at the product 
level we can use to examine cost pass-through into both wholesale 
prices and retail prices. For retail pricecommodity and wholesale price-
commodity regressions, we collect weekly or monthly prices of raw 
materials (sugar, wheat, corn, meat, milk and coffee) from the Food and 
Agricultural Organization and the S&P Goldman Sachs Commodity 
Index and aggregate to the monthly level to be consistent with our price 
data.13 Using commodity prices as cost measure ensures that a retail 
price/cost pass-through regression can be run with an allocative, market-
based cost measure. We match product categories with commodities that 
are likely to be important ingredients (e.g. wheat with bread, milk with 
yogurt, meat with franks, corn with syrup and soft drinks via high-
fructose corn syrup). The idea behind the wholesale cost index is that 
identifying the appropriate commodities and weights for a category is 
difficult, but shifts in category-level wholesale prices are likely to be 
informative of these changes. Unlike the idiosyncratic wholesale price 
changes, which may reflect individual product demand shocks, shocks 
to local factor prices, etc. the wholesale cost index for a product 
category is likely to capture the common cost shocks facing all 
manufacturers in an industry. We construct this index by using fixed 
revenue weights to aggregate the wholesale costs for each product in a 
category. 

Figure 2 presents some time-series plots of the commodity indexes 
we use and the wholesale cost indexes of some associated categories. 
Commodity prices during this period are generally trending up, 
                                                 
13 The commodity price series from the Food and Agricultural Organization is available 

at http://www.fao.org/es/esc/prices. There are several price series for some material 
depending on the country of origin and product characteristics. We use the export 
price of bovine meat produced in the U.S. as the meat commodity price and the dairy 
real price index. 
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▌  Figure 2 ▌  Retail and Commodity Price Movements 

 
Note : The commodity price information is from the Food and Agricultural Organization of the United Nations 

and S&P Goldman Sachs commodity price index. In each plot, we generate a product category level 
regular price index from a sample of product categories that we use to run commodity-retail price 
regressions. Both data covers 41 months from January 2004 to May 2007. 

 
particularly in late 2006 and early 2007, but to varying degrees, and 
there are substantial periods of increase and decrease for most 
commodities. Commodity price swings are much larger than those of 
the wholesale cost index, which should not be surprising given that 
commodity inputs are only a relatively small share of the costs of most 
products and products that use multiple commodity inputs will have a 
smoother material cost component over time than any individual 
component. We see clear co-movement between the commodity and 
wholesale indexes in some cases (milk and cottage cheese with dairy, 
coffee with coffee, bread with wheat, sugar with granulated sugar) while 
in other cases the co-movement appears to be relatively small or close to 
zero. 
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3.3. Frequency of Price Changes 
 
While our pass-through results aggregate across stores and weeks up 

to the monthly level, when measuring the frequency of price changes 
one is confronted with a standard problem of incomplete data. The 
scanner data set that we use only collects prices for a week/store if there 
are recorded transactions, so there are many missing observations.14 
Although a missing value need not imply a price adjustment, failure to 
correct for missing values could bias our measurement of price duration 
and sale frequency if missing values are correlated with price changes. 
Another issue, noted by Eichenbaum et al. (2011) in their description of 
the data set, is that there is potential measurement error in the weekly 
sale price because not all consumers purchase goods at the same price 
due to coupons, loyalty cards and promotions – a few consumers who 
do not take advantage of a promotion could create the appearance of a 
price change when there is no change in the underlying list and sale 
price. As in their paper, our estimates of the frequency of weekly price 
changes should be interpreted as an upper bound. 

We adopt two different procedures to deal with missing values that 
are now standard in the literature (see Nakamura and Steinsson (2008) 
and Kehoe and Midrigan (2008)). They are described in detail in Table 
2. The first procedure, referred to as ‘spell1’ combines spells on both 

 

▌ Table 2 ▌  Treatment of Missing Values 

 ● ● ●  X X ● ● ● 

Time 
Price 
Spell1 
Spell2 

1 
 2 
1  

13 

2 
 1 
2 
2 

3 
 1 
2  
2 

4 
    
 
2 

5 
   
 
2 

6 
 1 
2  
2 

7   
1.5 
 3  
 3 

8 
 1.4 
4 
4 

Note : The dots represent the observations that are missing from the data set, while the crosses represent the 
observations in the data set. Spell1 counts value at t=6 as the same price spell as the spell before the 
missing values, but missing values are not counted as part of the spell. Spell2 is similar to Spell1, but 
differs in that Spell2 takes the missing values as part of the spell. Naturally, prices seem to be stickier 
using Spell2 than Spell1. 

                                                 
14 This is less of a problem for our subsample since we exclude many goods that are 

only sporadically purchased, but is still potentially an issue.  
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▌ Table 3 ▌  Duration of Prices and Costs (Weeks) 

Spell1 

 Mean Median 

Regular Price 
Sales Price 

Wholesale Cost 

25.85 
8.27   
23.39 

26.4 
  3.97 
 21.48 

Spell2 
Regular Price 
Sales Price 

Wholesale Cost 

30.24  
10.13  
27.67 

31.82 
 5.16 
26.71 

Note : The sample is restricted to UPCs that appear every month from January 2004 to May 2007 (41 months) 
and product categories that contain both national brands and private label goods. Depending on our 
measure of price spells, the regular price changes every 6-8 months. Our Spell2 measure of median 
sales price duration is comparable to Kehoe and Midrigan (2008) who report sales price durations of 3 
weeks using a grocery store data set. Regular price spells are shorter than Nakamura and Steinsson 
(2008) (10 to 12 months)) and import data (Gopinath and Rigobon (2008) find a median price duration 
10.6 months for imports and 12.8 months for exported goods), but longer than Kehoe and Midrigan 
(2008) that uses Dominick’s supermarket data set. 

 
sides of a missing spell provided the price before and after the missing 
spell is unchanged. Suppose we observe a price of $1 during weeks 2 to 
3 and the price for weeks 4 to 6 missing, but we observe a price of $1 
for week 7 followed by $1.5 for week 8 and $1.4 for week 9. The length 
of the ($1) spell is 2+1=3 weeks. The second procedure, ‘spell2,’ 
imputes the previously observed price to all missing values. In the 
example above, this means that we include weeks 4 to 6, resulting in a 
($1) spell length of 2 + 3 + 1 = 6. Table 3 shows that the ‘spell2’ 
procedure generates slightly longer durations than the ‘spell1’ procedure 
but the overall pattern is similar, with fairly similar and lengthy 
durations for regular prices and wholesale costs and much shorter 
durations for sales prices, consistent with Eichenbaum et al. (2011). 
Table 4 shows that using our preferred ‘spell2’ measure, retailer 
manufactured goods have the longest regular price durations (7-8 
months), while exhibiting the shortest sales price durations (3.5 weeks 
median). 
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▌ Table 4 ▌  Summary Statistics: Private Label Goods, National Brands 

Number of Private Label 
 
Number of National Brand 

Manufactured
Branded 

NB 

674 
2,314 
15,953 

 
Number of Private Label in a subsubclass  
 
Number of National Brand in a subsubclass  
Number of Private Label in a category  
 
Number of National Brand in category 

 
Manufactured 
Branded 
NB 
Manufactured  
Branded 
NB 

Median 
5    
5   

13  
64  
33  

188

Mean 
10.6 
 6.7 

23.1 
64.3 
43.6 

237.9 
RevShare of Private Label in a subsubclass 
 
RevShare of National Brand in a subsubclass 
RevShare of Private Label in a category 
 
RevShare of National Brand in a category 

Manufactured  
Branded 
NB 
Manufactured  
Branded 
NB 

0.068
0.046
0.028
0.003
0.003
0.001

0.179 
 0.119 
 0.105 
 0.008 
 0.009 
 0.005 

Brand RevShare of Private Label in a subsubclass  
 
Brand RevShare of National Brand in a subsubclass  
Brand RevShare of Private Label in a category 
 
Brand RevShare of National Brand in a category 

Manufactured  
Branded 
NB 
Manufactured  
Branded 
NB 

0.624 
0.352 
0.29   

0.286 
0.212 
0.04

0.629 
0.445 
0.353 
0.358 
0.286 
0.128 

Ratio of regular price (Private Label/National Brand) in a subsubclass 
 
Ratio of wholesale cost(Private Label/National Brand) in a subsubclass 
 
Ratio of markup(Private Label/National Brand) in a 
subsubclass  
Ratio of markup(Private Label/National Brand) in a category 

Manufactured 
Branded 
Manufactured 
Branded 
Manufactured 
Branded 
Manufactured 
Branded 

0.733
0.787
0.518
0.583
1.24  
1.23  
1.05  
1.12

0.729 
 0.837 
 0.58 

 0.942 
 1.32 
 1.29 
 1.20 
 1.25 

Duration of regular prices (weeks) Manufactured 
 
 
Duration of wholesale cost(weeks) Manufactured 
 
 
Duration of sales price (weeks) Manufactured 
 
 

Manufactured 
Branded 
NB 
Manufactured 
Branded 
NB 
Manufactured 
Branded 
NB 

32.42
31.99
31.05
24.37
18.16
37.61
3.45   
4.04   
7.99

29.96 
  30.62 
  30.15 
  26.86 
  21.79 
  34.37 

 6.58 
 9.07 
14.47 

Note : The sample is restricted to UPCs that appear every month from January 2004 to May 2007 (41 months) 
and categories that contain both national brands and private label goods (minimum 1% revenue share). 
This leaves 155 product categories and 4,472 subsubclasses. For duration calculation we report 
measures using ‘spell2.’ 
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4. Market Share, Vertical Structure and Pass-through 
 
Before presenting our main pass-through results, we briefly provide 

some graphical evidence to corroborate two of the implications of our 
model – that higher market share is related to higher market power and 
hence higher markups, as in the Dornbusch (1987) framework, and that 
greater degrees of vertical integration are chosen for product categories 
that have higher volume and higher degrees of double-marginalization. 
Figure 3 presents a plot of the log within-category revenue share and the 
log retail markup (defined here as retail price over wholesale price) for 
the 18,941 products in our sample. While there is lots of variation along 
both dimensions for these products and lots of omitted factors relative to 
the model (e.g. the fundamental parameter , the presence of other retail 
marginal costs  and multi-product manufacturers) there is clear 
evidence of a significant and positive relationship between a product’s  

 
▌ Figure 3 ▌  Market Share and Retail Markups 

 
Note : This figure shows the log within-category revenue share and the log retail markup (defined here as retail 

price over wholesale price) for the UPCs in our sample of 18,941 UPCs that appear every month during 
the sample period (41 months). 
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market share and its retail markup. This implies some retail pricing 
power that is tied to the popularity of the product (otherwise the markup 
would be identical across products or unrelated to market share) and 
suggests that manufacturer markups may have a similar feature. It also 
corroborates the main feature of the Dornbusch (1987) model that 
greater market share effectively reduces the demand elasticity of these 
products leading to higher optimal markups, and our later analysis will 
show more formally that market share has a negative effect on pass-
through as implied by the model. 

Although we abstract from the retailer’s decision regarding which 
categories to enter, which mode of entry (direct manufacture or simply 
branding) to choose and how many products to introduce, Figure 4 
provides some evidence in line with the model presented earlier. 
Aggregating up to the category level, we find that categories in which 
the retailer has some manufactured private labels tend to have a higher 
private label market share (an effect of deeper integration). Panel A shows 

 
▌ Figure 4 ▌  Choice of Vertical Structure 

A.  Category Volume and Private Label Type       B.  Category Volume and Private Label Type 

 
Note : Panel A and B show that categories that have manufactured private labels tend to be in higher volume 

categories and also tend to have lower demand elasticities.  
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that retailer-manufactured private labels tend to be in higher volume 
categories (measured by total category-level sales) which is consistent 
with a minimum efficient scale of production for products that are sold 
exclusively by the retailer or with a fixed cost for greater integration. 
Panel B links products to the demand elasticities calculated by Broda 
andWeinstein (2010) using Nielsen scanner data. While their elasticities 
are derived from a structural estimator under different preferences, it is 
interesting to note that (i) private labels gain a higher market share in 
categories with lower demand elasticities (and hence greater potential 
double-marginalization) and (ii) direct manufacture is more likely in 
these categories (consistent with greater profits from removing double-
marginalization). 

 
4.1. Pass-through: Empirical Approach 
 
We first describe our general empirical approach to estimating cost 

pass-through. Our preferred pass-through estimator is based on a 
“rolling-window” regression where we regress a change in price over 
horizon K against a change in cost over horizon K. That is, we estimate: 

 Δ , Δ , ,     (18) 
 

where i is the UPC, t is the month, P is the price measure which is the 
unweighted monthly average defined in equation 17, C is the cost 
measure, and Δ  is the time-difference operator such that Δ ,, , . We perform this regression for each UPC 
separately at different horizons with K = 4, 8, 12 for the 41 months in 
our sample. We choose K = 12 or annual windows for our baseline 
results as our aim is to capture longer-term pass-through, and most 
products in our sample change prices at least once per year – price-
stickiness is more of an issue when looking over shorter horizons. Our 
measure of pass-through is , specific to a UPC and a horizon. 

An alternate pass-through estimator that has been widely used in the 
literature (e.g. Gopinath and Itskhoki (2010), Neiman (2010), Nakamura 
and Zerom (2010)) uses distributed lags, as in: 
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(19) ∆ , , ,  
 

In this regression, we define a “long-term” pass-through for product i 
equivalent to the one from the rolling window regression as ∑ . We also use values of K = 4, 8, 12 for this regression. The 
results from the distributed lag regression are qualitatively similar to 
those from the rolling-window regression.15  

We use four main combinations of prices and costs for our analysis: 
we regress retail prices on wholesale prices, wholesale prices on 
commodity prices, retail prices on commodity prices, and retail prices 
on a wholesale price index. Note that for the regressions using commodity 
prices we often have multiple pass-through coefficient for a UPC 
corresponding to multiple commodities – for example, we look at pass-
through of both dairy and sugar prices into ice-cream prices, of both 
wheat and corn prices into breakfast cereal prices.  

The overall magnitude of cost pass-through appears to be reasonable 
but very heterogeneous across products and categories. Overall 
commodity pass-through to products is low, which leads to a substantial 
number of negative pass-through estimates in our sample. Similar 
results have been obtained in other studies of commodity pass-through 
(Dube and Gupta (2008), Kanishka Misra and Singh (2010)) and in 
studies of the transmission of exchange rate changes to at the dock 
import prices to consumer prices (Berger et al. (2011)). Figure 5 
presents the distribution ofpass-through estimates using either the 
rolling window or lagged specification at the twelve month horizon 
across UPCs.16 This reveals very low pass-through from commodity 
prices to retail or wholesale prices (with many negatives but a positive 
median) and generally much higher pass-through from wholesale costs  
                                                 
15  We do not report and discuss our results using this alternative pass-through measure 

to save space, but they are contained in the appendix tables. We also experimented 
with quarterly/monthly seasonal dummies in the pass-through regressions but found 
that these had only minor effects on the estimated pass-through and omitted them 
because we have limited degrees of freedom given our short time-series. 

16 Note that for commodity pass-through we sometimes have multiple commodities per 
UPC. 
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▌ Figure 5 ▌  Distribution of First-stage Pass-through Estimates for 12 Month Horizon 

 

 
 

or the wholesale price index to retail prices (with some negatives but a 
substantially higher median). Our results on incomplete wholesale to 
retail pass-through are consistent with Eichenbaum et al. (2011), who 
find that conditional on a change in the retail “reference price” there is 
on average 100% pass-through of cumulated changes in “reference cost” 
but that reference prices frequently do not respond to reference cost 
changes, resulting in a 9% standard deviation of the “reference markup” 
for the average UPC over time.17 When we restrict to products with 
positive pass-through, we find median pass-through from wholesale 
prices to retail prices around 70%, while pass-through from commodity 
prices to wholesale prices is much lower at about 5%. The combination 
of these effects generates pass-through from commodity to retail prices 
                                                 
17  For commodity to retail price pass-through 31% are positive and statistically 

significant at the 5% level and 25% are negative and significant. For wholesale price 
to retail price pass-through 48% of the coefficients are positive and statistically 
significant at the 5% level and 13% are negative and significant. 

Commodity-Retail Commodity -Wholesale 

Wholesale Index-Retail  Wholesale-Retail  
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of a comparable magnitude to the pass-through from commodity to 
wholesale prices.18 Pass-through from the wholesale price index to retail 
prices is much higher than for commodity prices suggesting that this 
may provide a better measure of aggregate cost pressures facing UPCs 
in a particular category, although this measure is arguably less 
exogenous than commodity prices in the sense that it could be driven by 
shocks to demand for individual products that have a large weight in a 
category. 
 

4.2. Pass-through and Market Structure 
 
With product-level pass-through estimates in hand, we now address 

our central question – how do vertical and horizontal market structures 
affect product-level cost pass-through? Our preferred specification is a 
regression of the pass-through coefficient on dummies for UPCs that are 
manufactured or branded by the retailer together with controls for 
product and brand revenue share and dummies for each comparison 
group: 

 ln 1      
2   
3   
4                                (20) 

 
In this regression, the dependent variable ln  is the estimated pass-
through coefficient of item i over horizon K. Note that by comparing 
pass-through across products within a comparison group, we are 
adopting a similar strategy to Amiti et al.(2013). Amiti et al.(2013) 
show that market share and the firm share of imported inputs (in our 

                                                 
18 We address the robustness of our results to the use of negative pass-through estimates 

in section 4.3. We have also explored specifications that allow positive and negative 
commodity price changes to have different effects, i.e. asymmetric pass-through. 
While we find that pass-through of negative cost changes is typically smaller in 
magnitude than pass-through of positive cost changes (similar to Kanishka Misra 
and Singh (2010) who look at pass-through in liquid milk), allowing for asymmetric 
pass-through has little impact on our main results. 
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case, vertical structure) form a sufficient statistic for cross-section 
variation in pass-through within a sector-market, independently of what 
shocks hit the economy and the shape the dynamics of commodity 
prices. The definition of passthrough corresponding to our empirical 
exercise is the equilibrium co-movement between the price of the 
product and the commodity price index, not a partial equilibrium 
response to an exogenous change in costs, and we do not need to assume 
that movements in commodity prices are exogenous. 

In the following tables we focus on the twelve month rolling window 
pass-through specification (equation 18) and begin with category 
dummies. We include the vertical (private label) variables in column 1, 
the horizontal (revenue share) variables in column 2, and then both sets 
of variables combined in column 3 – the changes from columns 1 and 2 
to column 3 reveal the “omitted variable bias” caused by considering 
only vertical and horizontal market structure in isolation and ignoring 
the interaction effects we emphasize in the model. In columns 4 through 
6 we use subsubclass dummies, which should make the products very 
comparable, and consider the same three specifications. In column 7 we 
add the median (across stores and periods) price as a control variable – 
to the extent that the effect of vertical integration is operating through 
prices we would expect this to lower the coefficient on the private label 
dummies. In column 8 we report results for the 4 month rolling window 
using the specification in column 6 – in general are results are quite 
similar using different horizons.19 In this two-step estimation, the dependent 
variable in the second stage is a vector of estimated pass-through 
coefficients from the first stage, which makes heteroskedasticity is a 
serious concern. Following the suggestion of Lewis and Linzer (2005), 
we use OLS with Eicker-White robust standard errors.20 We later report 
                                                 
19 See Table 8 where we present some results for the lagged pass-through specification 

and using sales prices instead of regular/list prices.  
20 Note that while weighted least squares is often used this context, following the work 

of Saxonhouse (1976), Lewis and Linzer (2005) find that weighted least squares 
often performs poorly in their simulations leading to inefficient estimates and 
underestimated standard errors. They suggest a feasible GLS approach that results in 
standard errors of the right size, and under some circumstances (a high share of the 
total regression variance due to sampling error) greater efficiency, but they show that 
OLS with Eicker-White standard errors does not lead to over or under confidence. 
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results using alternate specifications including a one-step procedure.  
The measures of product and brand share are calculated within the 

“comparison group” we are considering  comparison is a set 
of dummies for each group. We use all products, categories, class, 
subclass, and subsubclass but only report results using category and 
subsubclass dummies. Recall that we aggregate up comparison groups if 
there are no private labels in the group (e.g. we will aggregate up to 
“class” from “subsubclass” if there are no private labels in a particular 
“subsubclass” or “subclass”). When considering commodity price 
regressions, a “comparison group” is for a unique commodity as well, so 
“Quart chocolate milk/sugar” and “Quart chocolate milk/dairy” would 
be two separate comparison groups. Starting from our initial sample of  

 

▌ Table 5 ▌  Retail Price and Wholesale Cost Passthrough 

Dependent Variable (Log Passthrough of Wholesale Cost to Regular Price) 
Window 
Median 

12 months
0.695 

4 months 
0.569 

 (1) (2) (3) (4) (5) (6) (7) (8) 
RetailManufactured
 
RetailBranded 
 
Product RevShare
 
 
Brand RevShare
Log(Med. Price) 

-0.394***
(0.071)   

-0.437***
(0.038)

 
 
 
 

-3.439***
(0.824) 
-0.118* 
(0.068)

-0.404***
 (0.074) 
-0.443*** 
(0.039)

-3.680***
 (0.818) 
 0.123* 
(0.068)

-0.810***
(0.089) 

 -0.506*** 
 (0.048) 

 
 
 

 
 
 
 

-0.519***
(0.106)  

-0.311***
(0.088)

-0.799***
 (0.095)
-0.511*** 
 (0.049)
-0.543***
  (0.105) 
  0.100  
 (0.090)

-0.815*** 
(0.096)  

 -0.523*** 
(0.049)

-0.526***
 (0.106)   
  0.101  
 (0.090)
-0.050
(0.035)

-0.632*** 
(0.084) 

-0.472*** 
(0.047) 

-0.643*** 
(0.100) 
-0.013 
(0.088) 

Obs. 
 

Category 
Subsubclass 

10939
 0.102 

Y       
N 

10939
0.088 

Y       
N 

10939
 0.104

Y       
N 

10939 
0.237

N 
Y 

10939 
 0.212

N 
Y 

10939  
0.239

N 
Y 

10939 
0.239

N 
Y 

10541 
0.253 

N 
Y 

Note : The dependent variable is the logarithm of estimated product-level pass-through using the rolling window 
specification given by equation 18, where the dependent variable is the change in log average monthly 
retail regular price, the independent variable is change in the log average monthly wholesale price, and 
the sample comprises the 41 months from January 2004 to May 2007. The results reported here are for 
estimation of equation 20 where each observation corresponds to an individual product pass-through 
coefficient, and use heteroskedasticity robust standard errors. 
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18,941 product-level pass-through coefficients, we drop products where  
there is no variation in the dependent or independent variable (resulting 
in 1 or precisely estimated pass-through coefficients of zero) and 
trim the 1% tails of the pass-through distribution. 

Table 5 presents the results for pass-through of wholesale prices to 
retail prices, the second and final link in the cost pass-through chain. 
The results clearly indicate that private labels have lower pass-through 
that is 40% to 80% lower on this dimension, with generally lower pass-
through for the retailer manufactured private labels than the other 
private labels. Product market share has a large and substantially 
negative effect on this channel of passthrough – a product with a 50% 
market share would have pass-through over 25% lower than a product 
with a 1% market share – but brand share has no additional effect.21 

Note that these effects of horizontal and market structure are exactly 
as predicted by the model provided that there are additional retail 
marginal costs ( 0) and either (a)wholesale prices are lower for 
private labels and/or (b)the retail marginal costs are higher for private 
labels. This is because double-incomplete pass-through plays no role for 
wholesale to retail pass-through and only the retail market power (which 
we associate with the product market share) and the wholesale marginal  
cost share  matter. Are these reasonable assumptions? While the  

size and nature of retail marginal costs over and above the wholesale 
cost is difficult to measure and substantiate, we know that assumption (a) 
is true so given any such costs our empirical result has a theoretical 
foundation. It is also seems reasonable to conclude that for private label 
goods, where the retailer takes over a larger share of distribution and 
marketing costs, the “retail” component of marginal costs may be larger 
than for nationally branded goods but we cannot substantiate this 
directly.22 Note also that the absence of brand share effects here is also  
                                                 
21 Note that theoretically the effect of relative market share on relative pass-through is 

monotonic in this setting. We have explored including higher order terms in all of 
our specifications and find no evidence of nonmonotonicity, though there is some 
evidence of curvature. 

22 One obvious channel is distribution given the fairly widespread use of direct-store-
delivery by large national brand manufacturers, but if advertising and shelf-
placement have some marginal cost component then “marketing” costs broadly 
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▌ Table 6 ▌  Wholesale Cost and Commodity Price 

Dependent Variable (Log Passthrough of Wholesale Cost to Regular Price) 
Window 
Median 

12 months
0.047 

4 months 
0.037 

 (1) (2) (3) (4) (5) (6) (7) (8) 
RetailManufactured
 
RetailBranded 
 
Product RevShare
 
 
Brand RevShare
Log(Med. Price) 

0.211***
(0.045)   
0.292***
(0.042)

 
 
 
 

-1.960    
(1.366)   

-0.512***
(0.074)

0.318*** 
 (0.046)    

  0.343*** 
 (0.043)
-1.817    

  (1.293)  
  -0.668***
 (0.075)

0.347*** 
 (0.067)   
 0.264*** 
 (0.055)

 
 
 
 

-0.452***
  (0.096)   
  -0.129   
 (0.088)

0.416*** 
 (0.068)   
 0.288*** 
 (0.056)
-0.454*** 
 (0.095)    

 -0.290*** 
  (0.089)

0.392***
 (0.069)   
0.271***
(0.056)   

-0.440***
(0.095)   

  -0.280***
(0.090)
-0.072**
(0.035)

0.392*** 
(0.082) 
0.300*** 
(0.061) 

-0.372*** 
(0.099) 

-0.687*** 
(0.110) 

Obs. 
 

Category 
Subsubclass 

12757  
0.270 

Y       
N 

12757  
0.270 

Y       
N 

12757  
0.276

Y       
N 

12757  
0.470

N 
Y 

12757  
0.468

N 
Y 

12757  
0.472

N 
Y 

12757  
0.472

N 
Y 

10326  
0.548 

N 
Y 

Note : The dependent variable is the logarithm of estimated product-level pass-through using the rolling window 
specification given by equation 18, where the dependent variable is the change in log average monthly 
retail wholesale price, the independent variable is the change in the log commodity index for a linked 
commodity, and the sample comprises the 41 months from January 2004 to May 2007. The results 
reported here are for estimation of equation 20 where each individual observation is a product x 
commodity pass-through coefficient, and use heteroskedasticity robust standard errors. Because there 
are sometimes multiple commodities linked to an individual product, we include commodity dummies in 
this regression interacted with category or subsubclass dummies where applicable. 

 
consistent with theory in that retailers receive the multi-product firm 
pricing externality for all products – what matters for them in terms of 
retail pricing is the product share and their overall share of the local 
market, not the share of particular manufacturers.  

We next turn pass-through from commodity prices to wholesale 
prices, the first link in the cost pass-through chain. Note that the sample 
differs from the previous regressions as there are many UPCs that we do 

                                                 
understood may also have this feature. Another channel is related to our observation 
that sales are more frequent for the private label goods – to the extent that sales 
represent a price discrimination tool or a technology to boost demand and sales, but 
require some menu cost, more frequent sales will drive up . 
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not link to any of our six commodity prices, and some UPCs can be 
linked to multiple commodities. We treat each pass-through separately, 
even for the same UPC, and compare it to similar UPCs (within a 
“comparison group”) for the same commodity. Table 6 presents the 
results. Here we find that private label UPCs show significantly higher 
pass-through rates compared to national brands. The effect is larger in 
most specifications for the retailer manufactured goods, consistent with 
the theory. Without controls the pass-through for retailer manufactured 
goods is up to 50% higher, which falls when including category controls 
but rises when using subsubclass controls. Our preferred specification 
(column (7)) finds that retailer manufactured goods have 42% higher 
pass-through while retailer branded goods have 29% higher pass-through. 

One of our main results is that the use of market share controls 
increases the size of the retailer brand and manufactured dummies – 
consistent with the model, the effects of vertical structure are larger 
once we control for its indirect (and partly offsetting effect) operating 
through horizontal structure. Comparing private labels with national 
brands with similar market shares isolates the part of incomplete pass-
through coming from double-marginalization from the part that comes 
from higher market share. We also find that the direct effect of market 
share for this link of cost pass-through is consistent with the theory – 
products with larger market share have lower cost pass-through – but 
that this operates primarily at the brand rather than the product level, 
though the product coefficient remains negative. 

Finally, Table 7 presents our results for overall pass-through from 
commodity prices to retail prices, combining both of the previous links 
in the cost pass-through chain. These results provide a cleaner 
interpretation of the overall effects of vertical and horizontal market 
structure on pass-through, especially given the potential non-
allocativeness of the wholesale price reported for retailer manufactured 
goods. Our findings are consistent with theory, in that pass-through rates 
are substantially higher for private label goods – 11% higher for retailer 
branded goods and 40% higher for retailer manufactured goods over a 
12 month horizon in our preferred specification (column (7) of Panel A). 
Less double-marginalization increases pass-through, and this effect is  
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▌ Table 7 ▌  Regular Price and Commodity Price/Wholesale Cost Index Passthroughs 

Panel A: Dependent Variable (Log Passthrough of Commodity Prices to Regular Price) 
Window 
Median 

12 months
0.064 

4 months 
0.050 

 (1) (2) (3) (4) (5) (6) (7) (8) 
RetailManufactured
 
RetailBranded 
 
Product RevShare
 
Brand RevShare
 
Log(Med. Price) 

0.389*** 
(0.039)    
0.028       
(0.036)

 
 
 
 
-5.373*** 
(1.061)    
-0.273*** 
(0.058)

0.456*** 
(0.040)    
0.055       
(0.036)
-5.234***
(1.055)    
-0.393*** 
(0.058)

0.306***
(0.059)    
0.120**   
(0.050)

 
 
 
 
-0.928*** 
  (0.087)   
 -0.285*** 
  (0.085)

0.416*** 
  (0.061)   
 0.150***  
 (0.050)
-0.918***   
  (0.086)   
 -0.431*** 
  (0.087)

0.350*** 
(0.062)    
 0.100**   
(0.051) 
-0.873*** 
 (0.086)    
 -0.414*** 
(0.085) 
-0.208***
(0.044) 

0.418*** 
(0.071) 
0.205*** 
(0.049) 
-1.113*** 
 (0.104) 
-0.473*** 
(0.094) 

Obs. 
 

Category 
Subsubclass 

12627 
0.195 

Y       
N 

12627 
0.195  

Y       
N 

12627 
0.202 

Y       
N 

12627 
0.303 

N 
Y 

12627 
0.309 

N 
Y 

12627 
0.313 

N 
Y 

12627 
0.316 

N 
Y 

9951  
0.324  

N 
Y 

Panel B: Dependent Variable (Log Passthrough of Wholesale Index to Regular Price) 
Window 
Median 

12 months
1.006 

4 months 
0.783 

RetailManufactured
 
RetailBranded 
 
Product RevShare
 
Brand RevShare
 
Log(Med. Price) 

0.216*** 
(0.070)  
0.148*** 
(0.033)

 
 
 
 
-2.916*** 
(0.844)   
0.035   
(0.065)

0.254***  
(0.072)  
0.156***  
(0.033)
-2.712***
(0.830) 
-0.073   
(0.066)

0.265***  
(0.098)
 0.103*** 
(0.040)
 

 
 
 
 
-0.855***
(0.100)  
0.153*   
(0.079)

0.320*** 
(0.102)  
0.105*** 
(0.039)
-0.840*** 
(0.099)    
0.021       
(0.081)

0.289***  
(0.103) 
0.077* 
(0.041)
-0.793**
(0.098)   
0.022      
(0.081)
-0.113***
(0.043)

-0.055 
(0.085) 
0.111*** 
(0.041) 
-0.686*** 
(0.096) 
0.195** 
(0.087) 

Obs. 
 

Category 
Subsubclass 

9653  
 0.323

Y       
N 

9653  
 0.322  

Y       
N 

9653  
 0.324

Y       
N 

9653
 0.429

N 
Y 

9653  
 0.432

N 
Y 

9653  
 0.433 

N 
Y 

9653  
 0.434 

N 
Y 

8805   
 0.381  

N 
Y 

Note : The dependent variable is the logarithm of estimated product-level pass-through using the rolling window 
specification given by equation 18, where the dependent variable is the change in log average monthly 
retail wholesale price, the independent variable is the change in the log commodity index for a linked 
commodity or the category-level wholesale cost commodity index, and the sample comprises the 41 
months from January 2004 to May 2007. The results reported here are for estimation of equation 20 
where each individual observation is a product x commodity pass-through coefficient, and use 
heteroskedasticity robust standard errors. Because there are sometimes multiple commodities linked to 
an individual product, we include commodity dummies in this regression interacted with category or 
subsubclass dummies where applicable. For panel B, the wholesale cost index measures are calculated 
using the change in log average wholesale cost for every UPC in the category that appears in all 41 
months, using fixed aggregate revenue weights to aggregate up to the category level. 
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larger when controlling for indirect effect of doublemarginalization 
operating through market share. Market share also has the expected 
negative effect on pass-through for both product market share and brand 
market share, consistent with a multi-product firm version of the 
Dornbusch (1987) model. We also stress that the including controls for 
vertical structure affects estimates of the effects of market size on pass-
through – since many of the products with larger market share are 
private labels, including private label dummies typically increases the 
negative effect of product market share on pass-through. Note that the 
percent changes are fairly similar at four and twelve month horizons but 
that the absolute effect is bigger at longer horizons where pass-through 
is higher. Controlling for product heterogeneity also seems to be 
important and has fairly large effects on the private label dummy 
coefficients. 

Panel B of Table 7 presents results for pass-through from the wholesale 
price index to retail prices. This allows us to expand the sample though 
we only have one pass-through coefficient per UPC, and can potentially 
provide a better picture of common cost shocks at the category level. 
The results at the 12 month horizon are fairly consistent with the results 
for commodity prices, with 11% and 34% higher pass-through from 
retailer branded and manufactured goods respectively. The results for 
market share are similar for product market share but generally 
insignificant for brand market share. 

Qualitatively our results are in line with our model, in that vertical 
structure has the expected (differential) effect on different stages of cost 
transmission, neglecting either the vertical or horizontal characteristic of 
products biases the coefficients on the other characteristic towards zero 
due to the interaction effect. Overall our findings suggest that on 
average the products in our sample behave similarly to the model under 
the parameters in Scenario 1 in Table 1. We also note that given our 
parameter estimates, at the individual product level the vertical effect of 
private labels dominates the horizontal effect, particularly for the retailer 
manufactured private labels – given the average differences in market 
shares of private labels and national brands in the data (see Table 4) the 
average private label product has higher pass-through compared to the 
average national brand in the same category or subsubclass. However, 
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our results also emphasize that a rise in private labels will have a much 
weaker effect on pass-through when it replaces competing products with 
small market shares than when it gains market share at the expense of 
large national brands. 

 
4.3. Robustness 
 
While on average the results conform to those of the model under 

Scenario 1 in Table 1, there is considerable heterogeneity across 
categories. Figure 6 presents the distribution of estimates for the two 
private label dummies and the two revenue share variables from the 
specification in column 6 of table 7 (the 12-month rolling window 
commodity to regular price regression including subsubclass dummies, 
both private label dummies and both revenue share variables) when 
these are estimated category by category. While the distributions clearly 
indicate a general tendency for higher pass-through for private labels 
and lower pass-through for higher revenue shares, they also indicate that  
 

▌ Figure 6 ▌  Coefficients by Category 

 
  

Category Specific Coefficient 

Category Specific Coefficient 

Retailer manufactured                 Retailer branded

Product share                    Brand share 
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▌ Table 8 ▌  Robustness 

Dependent Variable (Log 12-month Passthrough) 
 Sales Price Regions-UPC Fixed Effects One California store 

Pass-through dep. var.
Pass-through ind. var.
Median PT 

Retail 
Comm.
0.092 

Retail 
Whole.
0.821 

Retail 
Wh. Index

1.406 

Retail 
Comm. 

 

Retail 
Comm.

 

Retail 
Whole.

 

Retail 
Wh. Index

 

Retail 
Whole.
0.654 

Retail 
Comm. 
0.058 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 
RetailManufactured
 
RetailBranded 
 
Product RevShare
 
Brand RevShare
 

0.169***  
(0.053)   
0.248***  
(0.035)   

-0.284***
(0.074)   

-0.221***
(0.083)

-0.505***
(0.091)   

-0.246***
(0.051)   
 -0.125   
 (0.108)  
 -0.118   
 (0.101)

0.259***  
  (0.077)   
  0.244*** 
  (0.033)  
 -0.287***
  (0.090)  
  0.048   
  (0.084)

 
 
 
 

-0.028  
  (0.073)  
  0.177*   
  (0.107) 

 
 
 
 

0.003    
 (0.057)   

 -0.297*** 
 (0.073)

 
 
 
 

-0.054  
  (0.089)
  0.178*
 (0.106)

 
 

0.135**
 

-0.005   
  (0.106)  
  -0.276** 
  (0.125)

0.276    
  (0.578)  
-0.860***
 (0.227)
0.723    
(0.685)  
-0.588   
(0.616)

1.145*** 
   (0.277) 
    0.221 
(0.182) 
0.972 

 (0.629) 
-0.925*** 
 (0.368) 

Obs. 
 

Subsubclass FE
UPC FE 

11278
 0.282

Y 
 N 

9596  
0.281

Y 
 N 

8789 
0.523

Y 
 N 

47783  
0.432

N 
 Y 

48111
0.807

N 
 Y 

37502
 0.419

N 
 Y 

33064
0.418

 N 
 Y 

2338 
0.491

Y 
 N 

3172 
 0.471 

Y 
 N 

Note : In columns 1-9, the dependent variable is the logarithm of estimated product-level pass-through using the 
rolling window specification given by equation 18, where the dependent variable is the 12-month change 
in log average monthly (pass-through dep. var.) and the independent variable is the 12-month change in 
log average monthly (pass-through ind. var.), and the pass-through sample comprises the 41 months 
from January 2004 to May 2007. The results reported here are for estimation of equation 20 where each 
observation corresponds to an individual product pass-through coefficient. All regressions use 
heteroskedasticity robust standard errors. Columns 4-7 estimate separate pass-through coefficients for 
each region-UPC combination, which allows us to use UPC fixed effects (but means we cannot include 
private label dummies) – product and brand revenue shares are defined at the subsubclass and category 
levels respectively. 

 
there is significant heterogeneity across product categories. This likely 
explains why the marketing literature often finds mixed or conflicting 
results regarding private labels. It also suggests that either the basic 
model we propose may be overly simple, or that for some product 
categories the commodity cost share may be lower for private labels, 
resulting in lower pass-through for externally manufactured private 
labels even conditional on market shares.23 
                                                 
23 Note that in our model externally manufactured private labels can never have lower 

pass-through conditional on market share, unless the cost shares are different. 
Unconditionally they could have lower pass-through if they are much higher quality 
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In Table 8 we present some alternative samples and specifications 
that stick close to our main results. In the first three columns we use the 
sales price (the actual average transaction price including coupons, 
rebates, loyalty discounts, etc.) instead of the regular price as the 
dependent variable in the pass-through regressions. The average (across 
stores and weeks) monthly sales price is much more variable than our 
regular price, often jumping around when there are substantial sales in 
enough stores, but still tends to co-move with the regular price. Unless 
(a) retailers and/or manufacturers use the depth and frequency of sales 
(reflected in our monthly average sale price measure) to pass-through 
cost shocks to consumers and (b) this behavior varies systematically 
with vertical and horizontal market power, we would expect the results 
to be similar. Our results suggest that this not a major issue for our 
retailer – although the point estimate on non-manufactured private 
labels is a bit higher than the one on retailer manufactured private labels 
in column 1 (but not in column 3), the results are generally in line with 
our findings using the regular/list price. Columns 4 through 7 present 
results where we estimate pass-through separately for each of the ten 
divisions in our sample (each with a 25 store sample), which gives us 
variation in pass-through at the division and UPC level. This allows us 
to include UPC fixed effects in the regression, thereby using variation in 
market shares across division within a UPC to identify the effects of 
market shares on pass-through. Using this entirely different source of 
variation provides somewhat conflicting results – while we find a 
substantial negative effect for the category brand share on the 
commodity-wholesale and wholesale-index retail pass-throughs, the 
effects on wholesale-retail and commodity-retail are positive and 
marginally significant at the 10% level, and the effects the subsubclass 
product share are generally negative but not statistically significant. 24 

                                                 
(have much higher market shares conditional on price). Our model predicts that for 
retailer manufactured private labels the pass-through could be higher or lower than 
for national brands depending on the characteristics of the market. 

24 When we replicate our main specifications using this sample (i.e. using separate 
pass-through estimates for each division) we get similar results for private label 
dummies and market share variables, so the main diffence appears to be due to the 
different source of variation in market shares when UPC dummies are included. 
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Columns 8 and 9 follow the same specifications as before but we use 
data only from a single store in Southern California (though we use 
national revenue share variables). This significantly lowers the number 
of products in our sample since we now require that our products be 
sold at least once in every month in a single store and we throw out 
many products not sold in this store, but avoids the concern that our 
aggregated measure of product level wholesale costs may be 
contaminated by measurement error since we use the actual wholesale 
cost reported by the store. The results broadly similar with some 
evidence for higher commodity price pass-through for retailer 
manufactured private labels and lower pass-through for products with 
higher brand shares, as well as lower wholesale cost pass-through for 
externally manufactured private labels. Finally, in the Appendix we  

 

▌ Table 9 ▌  One-step Estimation 

Pass-through 
Commodity-Retail Commodity-

Wholesale Wholesale-Retail 

(1) (2) (3) (4) (5) (6) 
RetailManufactured 
 
 
RetailBranded 
 
 
Product Share 
 
 
Brand Share 
 
 

0.0268***
(0.0058)
[0.0025]
-0.0045
(0.0049)
[0.0050]
0.1903*
(0.1095)
[0.0590]

0.0600***
(0.0086)
[0.0072]

0.0175***
(0.0065)

 
0.0004 

(0.0053)
 

-0.0231
(0.0169)

 
0.0762***
(0.0102)

0.0320***
(0.0053)

 
-0.0020
(0.0107)

 
0.5078**
(0.2092)

 
0.0211 

(0.0166)

0.0163***
(0.0063)

 
-0.0101
(0.0086)

 
0.0633**
(0.0315)

 
0.0270*
(0.0141)

-0.4284***
(0.0785)

 
-0.4718***
(0.0896)

 
0.2851 
0.3668)

 
0.8815***
(0.1922)

-0.5266*** 
(0.0728) 

 
-0.3841*** 
(0.0731) 

 
   -0.0447 
   (0.0842) 

 
0.7190*** 
( (0.1663) 

Obs. 
 within 

Controls 

203479 
0.0273 

Category

203479
 0.0455

Subclass

203076
0.0127 

Category

203078
0.1365 

Subclass 

203077
 0.1063

Category

203077 
0.1744 

Subclass 

Note : The reported coefficients are the interaction terms from estimation equation 21 using the 12-month rolling 
window specification where the dependent variable is the 12-month change in log average monthly price 
and the independent variable is the 12-month change in log average monthly cost, using UPC-commodity 
and month fixed effects. We restrict the sample to category/commodity pairs that feature a positive and 
significant passthrough from commodity to retail prices at the 1% level. Robust standard errors in parentheses, 
Driscoll and Kraay (1998) standard errors in square brackets where we could calculate them. 
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present all of our main results using the alternate first-stage pass-
through estimates based on equation 19 (monthly change in price and 
twelve lags of the change in the cost variable). The results are 
qualitatively very similar, with higher pass-through for private labels 
and lower pass-through for products with larger market shares. 

In Table 9 we explore a different concern – are our results driven by 
the two-stage estimation procedure, which treats the second-stage 
dependent variable as data (when it is an estimate) and drops negative 
pass-through coefficients?25 While it is difficult to interpret negative 
pass-through coefficients in the context of standard pricing models, in 
the empirical literature they are quite common at the product level. For 
example, Dube and Gupta (2008) find negative pass-through coefficients 
for over 10% of products when estimating wholesale cost to retail price 
pass-through for eleven product categories, Kanishka Misra and Singh 
(2010) find negative wholesale to retail pass-through for liquid milk in 
up to one third of estimated coefficients, and Berger et al. (2011) find 
negative pass-through from exchange rates to import or consumer prices 
for about half of the products they study. In our case, due to the low 
(expected) pass-through from most commodity prices to retail prices 
they make up a large share of our sample.  

To address this concern we instead consider all products (including 
those with negative individual pass-through) in the subset of categories 
that have positive pass-through at the category level. That is, we first 
regress a category retail price index on the commodity indexes we 
initially match using the 12-month rolling window pass-through 
regression, and then restrict the analysis to categories with a positive 
and statistically significant relationship with the commodity prices. This 
allows for many individual products with negative pass-through and 
leaves us with about 7,000 product/category matches using the 1% 

                                                 
25 Note that the first issue is primarily about statistical significance since the two-step 

OLS estimator is consistent but less efficient than a one-step estimator, or a two-step 
estimator that weights the first-step estimates using the first-stage estimated 
variance-covariance matrix. As previously stated in our main results we use OLS 
with heteroskedasticity robust standard errors rather than weighted least squares 
based on the results of Lewis and Linzer (2005). 
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significance level.26 We then follow Neiman (2010) and estimate a one-
step regression where the coefficients of interest are the interactions 
between a product’s vertical and horizontal variables and the change in 
the cost variable: 

 ∆ ln ∆ ln 1                  2  3                        4   ∆ ln                     (21) 
 

where i and t are individual products and months, j is a product category 
or subclass by commodity pair, and is a monthly commodity price 
associated with the UPC. By including UPC and month fixed effects we 
allow for product specific linear price trends and common shocks, and 
we allow pass-through to vary for each category/subclass by commodity 
pairing j. The  coefficients of interest are the interactions of changes in 
commodity prices with market share variables and dummies for private 
labels. We report heteroskedasticity robust standard errors, but where 
possible we verify that the results hold up using Driscoll and Kraay 
(1998) standard errors that allow for arbitrary cross-sectional dependence 
of the error terms and autoregressive error terms up to order 12.27 While 
our two-step procedure omits products with negative (or zero) pass-
through which could bias estimation, our onestep procedure selects 
based on categories and not products so should not bias us towards 
finding relatively higher or lower pass-through for private labels or 
products with larger market shares within categories.28 

Table 9 presents the results, which are consistent with our main 
finding – the retailer manufactured private label manufactured goods on 
average have a higher level of pass-through than national brands and 
                                                 
26 The results we present are robust to using a 5% significance cutoff for category-

commodity pass-through, which increases the sample by roughly 1500. 
27 When using many dummies and variables, our software had trouble with matrix 

inversion and failed to calculate the Driscoll and Kraay (1998) standard errors in 
many cases. 

28 The composition of products with negative pass-through is fairly similar (4.3% vs. 
4.8% for retailer manufactured private labels, 11.2% vs. 9.2% for externally 
manufactured private labels, 0.46% vs. 0.50% for average product category share 
and 14.3% vs. 15.1% for average brand category share). 
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externally manufactured private labels – but generally indicate a zero 
effect of retailer branded private labels on commodity to retail price 
pass-through. This is similar to some of our two-stage specifications, e.g. 
Table 7 columns 1 and 3 and columns 6-8 of Appendix Table 3. These 
results highlight the importance of distinguishing between the two types 
of private labels. We are able to reproduce the basic patterns from our 
earlier regressions for different levels of pass-through, with private 
labels featuring higher pass-through from commodity to wholesale 
prices but lower pass-through from wholesale to retail prices. Note that 
the magnitude of the coefficients varies more here across stages because 
the coefficients reflect level and not percentage differences in pass-
through and pass-through is much lower for commodity prices than 
wholesale prices. Our results for the market share variables in Table 9 
are less consistent with our main findings, with a zero or even positive 
effect for product market share, and a consistently positive effect for 
brand share.29 Note that a positive effect of market share implies that the 
combined effect of horizontal and vertical structure results in even 
higher pass-through for retailer manufactured private labels. Overall we 
conclude that our results for vertical structure are quite robust but that 
the effects of market share (particularly brand share) are less so, as the 
results using one-step estimation or using market share differences 
across retail chain divisions within a UPC sometimes yield positive and 
statistically significant pass-through coefficients for some stages of 
pass-through. 

 
 
4.4. Extension to Multi-Retailer Data 
 
Another limitation of our main results is that the pricing behavior we 

observe may be specific to our particular retailer. To address this 
concern, we extend the analysis of product level commodity pass-
through and market structure to a rich data set that contains multiple 

                                                 
29 We have investigated this discrepancy and find that while part of it comes from the 

use of levels rather than logs, most of it is driven by products with negative 
estimated pass-through. 
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(22) 

retail chains. We use the weekly scanner data from Symphony IRI, a 
market research agency.30 The data contain weekly scanner price and 
quantity information covering a panel of stores in 50 metropolitan areas 
(“markets”) in the U.S. in 31 product categories defined similarly to the 
ones in our retailer data, e.g. beer, yogurt. The data cover the period 
from January 2001 to December 2011 with multiple retail chains in each 
market. We restrict our attention to 12 food product categories that we 
can match to a commodity ingredient to estimate commodity-retail price 
pass-through.31 The price and quantity information are available at the 
UPC level. While brand information is included (e.g. Kellogg’s, Coca-
Cola), all private-label UPCs have the same brand identification so that 
the identity of the retailer cannot be recovered from the labeling 
information. While we were previously able to separately identify 
private label goods manufactured by the retailer and those that were 
branded by the retailer but externally manufactured, this information is 
not available for the IRI marketing data set and our inability to identify 
particular chains makes it impossible. The IRI data also do not contain 
any cost measures and does not contain a more disaggregated 
classification than category.  

Retailers report the total dollar value of weekly sales for each UPC 
as well as total quantity sold, along with a flag for goods on sale. In this 
case we calculate the average regular/list price by dividing weekly 
revenue by weekly quantity sold when there is no sale. When there is a 
sales flag, we assume the regular price for that week is equal to the pre-
sale price when the pre-sale price is equal to the post-sale price. Using 
the regular price series, we calculate a store-level monthly (unweighted) 
price series for each item by averaging across weeks in a month: 

 

, , ∑ , ,,
,  

 

                                                 
30 See Bronnenberg et al. (2008) for a detailed discussion of the data.  
31 The 12 product categories we use are beer, carbonated soft drink, coffee, cold cereal, 

hotdog, margarine and butter, mayonnaise, milk, mustard and ketchup, peanut butter, 
saltine crackers, soup and yogurt. 
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where all the subscripts are defined as in equation 17 except s, which 
denotes the store. The main difference of using the multi-retailer data is 
the way we calculate the market share of each product. We construct 
two different measures of market share: first is the more “traditional” 
market share, which is the revenue share of a UPC within a category 
where we aggregate across all products in a category sold in all markets 
and stores in our sample. The second market share measure is more 
analogous to the one we used previously, e.g. the revenue share of a 
particular product within a category for a particular store. We can thus 
test whether our results are sensitive to using store revenue shares or 
market shares.  

With these measures on hand, we run commodity prices to regular 
price pass-through regressions for each product in each store, as in 
equation 18. The average pass-through from commodity to retail prices 
using the IRI data is 11% (ranging from 5% to 20% depending on the 
product category) which is higher than for our retailer (median of 4.1% 
to 8.3% depending on the specification) but the set of products is 
different and there is significantly more time variation. Given our 
measures of product-store level pass-through, we estimate how vertical 
and horizontal market structure affects product store-level pass-through 
by running the second-stage regression: 

 ln , 1  
              3  , ,       (23) 

 
where , ,  refers to the fixed effect for each category (c), retail chain 
(h) and city (k). The results are reported in Table 10. Our findings using 
the multi-retailer IRI data are consistent with the findings from the 
single retail chain we analyze in depth, with private label goods 
exhibiting significantly higher pass-through rates – about 40% higher 
for private label goods when using chain fixed effects, which is similar 
in magnitude to our findings for retailer manufactured private label 
goods in Table 7. We also find a negative effect of market share on 
pass-through that is of a similar magnitude to the results in Table 7 
using category fixed effects. 
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▌ Table 10 ▌  Multiple-retailers: Regular Price and Commodity Price Passthroughs 

Dependent Variable (Log Passthrough of Commodity Prices to Regular Price) 

Median 0.079 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

PrivateLabel 
s.e 
Product RevShare 
(Within Store) 
s.e 
Product RevShare 
(All Sample) 
s.e 
) 
Chain 
City 

0.356***
(0.067)

 
 
 
 
 
 
 

Y 
N 

 
 

-4.232***
 

(0.035)
 
 
 
 

Y 
N 

0.357***
(0.068)

-8.152***
 

 (0.042)
 
 
 
 

Y 
N 

 
 
 
 
 

-7.439***
 

(0.824)
 

Y 
N 

0.357***
 (0.69)

 
 
 

-8.123***
 

(0.713)
 

Y 
N 

0.457*** 
 (0.067)
-3.454***

 
(0.032)

 
 
 
 

N 
Y 

 
 

-5.454***
 

 (0.055)
 
 
 
 

N 
Y 

0.479*** 
 (0.067)

 
 
 
 
 
 
 

N 
Y 

 
 
 
 
 

-5.410*** 
 

(1.124)
 

N 
Y 

0.436*** 
(0.067) 

 
 
 

-7.680*** 
 

(1.012) 
 

N 
Y 

Obs. 
 

12556 
 0.107

12556 
 0.128

12556 
  0.105

12556
   0.065

12556
0.089

12393
0.07 

12393
0.093   

12393 
0.067

12393
0.065

12393 
0.078 

Note : The dependent variable is the logarithm of estimated product-store level pass-through using the 12 month 
long-term” passthrough, where the dependent variable is the change in log average monthly retail price, 
the independent variable is the change in the log commodity index for a linked commodity, and the 
sample comprises 132 months from January 2001 to December 2011. The results reported here are for 
estimation of equation 20 where each individual observation is a product x commodity pass-through 
coefficient, and use heteroskedasticity robust standard errors. 

 
Finally, we control for city-chain specific marketshare to address the 

following dynamics: how does the retailer chain market power influence 
commodity-retail pass-through? The retail price of a good is determined 
by retailer-manufacturer specific relationships, based on the relative 
bargaining power of each players. It could be that such relationships are 
specific to local conditions including local preferences and retailer 
competitive environment. By constructing each retailers market share 
for each city as a proxy for the (relative) market power of the retail 
chain for the city, we compare the pass-through rates of identical goods 
sold in the same city, but through different retail chain. We find that 
local retailer competitive environment plays a critical role in understanding 
commodity-retail pass-through as well: a 1% increase in retailer chain 
market share within a city lowers the item-level pass-through by 0.13%. 
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4.5. Price Durations and Sales 
 
Finally, we examine whether price durations are related to long-term 

pass-through as in Gopinath and Itskhoki (2010), consistent with a fixed 
menu cost and larger profit loss from not adjusting prices of goods with 
high desired pass-through. Does the higher level of passthrough rates 
from commodity prices to retail prices for private label goods coincide 
with more flexible price movements for the private label goods? Our 
evidence here is somewhat mixed. Table 11 presents our results and 
shows that for regular prices, there is not much difference in price 
durations for retailer manufactured and branded goods – in fact the 
duration is slightly higher for retailer branded goods (3.6%). The effects 
of market share are also mixed, with a positive effect of product market 
share on duration and a negative effect of brand market share. Our pass-
through results suggest that durations should be higher for goods with 
higher market share (and lower pass-through). Some of this ambiguity 
may arise because the source of cost shocks to retailers matters for the 
effect of the private label dummy on passthrough – the effect is negative 
for wholesale prices but positive for commodity prices, so the precise 
size and distribution of cost shocks arising from these two different 
sources may matter. We also cannot rule out that menu costs differ for 
private label and national brands, which would break the link posited in 
Gopinath and Itskhoki (2010). 

When we turn to sales prices and wholesale costs, we find that sales 
price durations are 40% shorter for retail manufactured goods and 30% 
lower for retailer branded goods, while wholesale cost durations are  
30% lower for retailer manufactured goods and 60% lower for retailer 
branded goods. An increase in market share on sales price duration 
reduces the price duration or increases the frequency of sales price 
changes. This is opposite to the theoretical link between pass-through 
rates and frequency of price changes in the model which shows an 
increase in market share lowers the pass-through rate which may also 
leads to higher duration given the duration of the cost. To understand 
this finding we turn to the recent literature arguing that sales price-
setting mechanisms and motives are different from regular price setting 
mechanisms and motives by nature, which results in different cyclical  
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properties (Coibion et al. (2012), Anderson et al. (2012)). Interestingly, 
our finding is consistent with a story in which sales are not used for cost 
pass-through but rather as part of a price discrimination scheme by 
retailers. Guimaraes and Sheedy (2011) and Chevalier and Kashyap 
(2011) consider models where retailers face different types of 
consumers with different demand elasticities, with some consumers 
acting as price-sensitive “bargain-hunters” and others as less price-
sensitive “loyals.” Given that private label goods are typically cheaper 
than national brand goods, and the retailer manufactured ones are even 
cheaper than the externallymanufactured ones, the higher ratio of price-
sensitive consumers who prefer private label brands may increase the 
incentive of the retailer to offer frequent sales. 

 
 
5. Macroeconomic Implications 
 
5.1. Cyclicality 
 
While the rise in private label brands in the US market is part of a 

longer secular trend that is likely related to retail consolidation and may 
eventually lead to convergence with European levels of private label 
market share, Figure 1 hints that private label share may also be driven 
by demand-side considerations over the business-cycle, with households 
substituting towards “better value” private label alternatives to national 
brands.  

To examine the cyclical sensitivity of private label market shares, we 
use the store-time panel dimension of our data, aggregating products 
across our product categories to form an aggregate store/month level 
private label market share from 2004 to 2007. We regress this measure 
of private label share on a local zipcode level measure of median 
household income from the 2000 Census and local (MSA or county 
level) measures of time-varying gas prices and unemployment rates; 
following Gicheva et al. (2010) we interpret a rise in gas prices as a 
negative disposable income shock to households given the very low 
price elasticity of gasoline. 
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Table 12 presents our results. The mean private label share for our 
sample stores is 0.24 (standard deviation 0.07). Most of the variation is 
cross-sectional, across stores. While private label shares vary over time 
during our sample period, this variation is small. The first column 
presents the cross-section from the first month of 2004, and reveals that 
our three variables explain 21% of the cross-sectional variation. For our 
retailer, private label goods seem to be inferior in the sense that lower 
income leads to substitution towards them and away from national 
brands. These effects are quite large – doubling local incomes lowers 
the private label share by 8 percentage points and doubling gas prices 
raises the private label share by 13.5 percentage points. One extra 
percentage point of unemployment raises the private label share by 0.43 
percentage points. These effects are generally smaller when we use the 
timeseries variation as well in column 2. When we control for store and 
month fixed effects, the impacts of unemployment and gas prices are 
smaller still but they remain statistically significant. Going from the 
lowest to highest county-level unemployment rate in our sample would 
raise the private label share by 4 percentage points (0.2 x 0.211) while 
going from the lowest to highest gas price raises private label share by 1 
percentage point (1 log point x 0.01).  

 
▌ Table 12 ▌  Dependent Variable: Store/Month Private-label Market Share 

   (1) (2) (3) Mean 
Log median household income 
s.e. 
Log gas price 
s.e. 
Unemployment rate 
s.e. 
Months  
Store and month FE 
Obs. 

 

-0.078***   
 (0.014)    
0:135*  
 (0.082)  
0:428*  
(0.227) 

Jan.2004 
No 

 
 0.21 

-0.081*** 
 (0.002)  

  0:023***  
 (0.003)  

  0:266***  
(0.039)  

 All  
 No   

  
0.21 

 
 

0:009***  
(0.004) 
0:211***  
(0.030) 

 All          
Yes 

 
  0.96 

10.90 
(0.343) 
 0.616 
(0.225) 
0.049 

(0.017) 
All 

Note : Robust standard errors and standard deviations in parentheses. Private label share is aggregated 
across of 124 product categories. There are 41 months and up to 250 stores per month. Private label 
share and unemployment rate are measured out of 1. Private label share has mean 0.24 and standard 
deviation of 0.07. 
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Given our earlier findings on the greater pass-through of private 
labels compared to national brands, our results suggest that the types of 
cyclical shifts in private label share we observe in the data – around 4 
percentage points based on Figure 1 and Table 12 – could increase 
commodity to retail pass-through by about 1.2 percent (4 x 0.3). While 
this effect strikes as quite small (absent other estimates of the cyclicality 
of commodity price pass-through), it suggests that retail prices should 
be more sensitive to input costs during recessions and less sensitive 
during booms due to this demand channel, a novel implication to the 
best of our knowledge. 

Moreover, the much larger trend and cross-sectional differences in 
private label market share observed in the US and Europe could have 
much bigger effects. We explore some of these cross-sectional in the 
next subsection. 

 
5.2. Cross-country Commodity Pass-through and Private Labels 
 
While the market share of private label goods does not vary enough 

over the business cycle to have substantial implications for the 
cyclicality of pass-through, the market share of private label goods 
varies significantly over longer horizons and across countries. Around 
2009 the private label market share for supermarkets varies from as high 
as 46% in Switzerland or 42% in the United Kingdom to as low as 15% 
in Italy, 10% in Iceland and Romania and 4% in Bulgaria.32 For the 18 
European countries we could match with comparable market share data 
(we use the CR5, the market share of the five largest supermarket chains) 
the correlation of private label shares with market concentration is 0.50 
(s.e. 0.04). Our micro estimates indicate that the net effect of a higher 
private label share could go either way when private labels are also 
associated with greater market power as appears to be the case in 
Europe, particularly since most private label goods in Europe are not 
manufactured directly by the retailer. 

To explore whether this has any implications for pass-through we use 
data from the Eurostat Food supply chain monitor, which collects 
                                                 
32 Sources: Nielsen, IGD, Business Review (Romania), USDA FAS (Bulgaria). 
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monthly consumer prices, producer prices, and agricultural commodity 
prices for 32 European countries in 17 categories between January 2005 
and March 2013. Some of the categories are composites of others, and 
we focus on 11 distinct (non-overlapping categories) – beef, bread and 
cereals, cheese, eggs, fruit, milk, oils and fats, pork, poultry, 
confectionery, and vegetables. Note that the database tries to match the 
most important commodity to each category. We found private label 
market share data for 22 countries at the country level for the year 2009, 
so our final sample consists of 22 countries in up to 11 categories. We 
also estimate commodity to producer price pass-through regressions but 
due to lack of data we can only include 7 countries and 10 categories for 
these regressions. 

To examine whether the private label shares are correlated with the 
strength of passthrough we pool the countries (i) and categories (j) and 
run the following regression: 

 ∆ ln ∆  ln ∆ ln  (24) 
 

where t is month and T is the horizon over which we are differencing. We 
consider a twelve month horizon for comparability with our earlier micro 
results as well as one month changes. This specification allows average 
inflation within a category to vary by country and allows for common 
time-varying price shocks across countries/categories. It also allows for 
differential pass-through rates across categories (  varies with j). Our 
focus is on estimating the common “average” effect of the country private 
label share on commodity to retail price pass-through (the coefficient ). 
The results are presented in Table 13. We use Driscoll and Kraay (1998) 
standard errors that allow for arbitrarily correlated error terms in the 
crosssection and autoregressive errors up to twelve lags.  

Our results show that private label share is associated with lower 
pass-through of commodity prices to consumer prices across the 
European countries in our sample for the period and categories we study 
(Panel A). A one standard deviation increase in the private label share 
from 0 to 0.1 would lower the pass-through from 0.044 for the mean 
category to 0.028 for the twelve month pass-through and from 0.102 to  
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▌ Table 13 ▌  European Country-level Pass-throughs and Private Label Shares 

Panel A: Pooled country/category commodity to consumer price pass-through (2005:1-2013:3) 

T difference 
Median category pass-through when PL=0 

12 months 
0.041 

1 month 
0.109 ∆_ln c * plshorej   

s.e. 
Obs. 

 
Countries 
Categories 
Country x category   

-0.163** 
 (0.077)   
12154      
 0.011      

22            
11            
210 

-0.250** 
 (0.105) 
 15175 
 0.027 

 22 
 11 
210 

Panel B: Pooled country/category commodity to producer price pass-through (2005:1-2013:3) 
T difference 
Median category pass-through when PL=0 

12 months 
0.031 

1 month 
0.024 ∆_ln c* plsharej 

s.e. 
Obs. 

 
Countries 
Categories 
Country x category 

0.146**  
(0.069)  
4725  

 0.013 
 7  
10  
61 

0.204*** 
  (0.053) 
 5499 
 0.047 

 7 
10 
64 

Note : This table reports the coefficient  from estimation of equation 24. Regressions include country by category 
dummies, period dummies, and allow for separate coefficients for each of the eleven categories. Standard 
errors in parentheses are calculated using Driscoll and Kraay (1998) standard errors with lag order 12. 
Column (1) differences prices and commodities by twelve months while column (2) uses monthly 
differences. 

 
0.077 for the one month pass-through. The higher commodity pass-
through over shorter (1 month) than longer (12 month) horizons is 
different than our results for the US retailer, but it is important to keep 
in mind that the consumer prices here are indexes/aggregates across 
different products and retailers – overall commodity pass-through is still 
quite low. Similar to our micro results, the effects appear to be 
heterogeneous across categories – while no categories have a significant 
and positive coefficient on the interaction of commodity price and 
private label share, only four categories (bread and cereals, fruit, milk, 
and vegetables) had a negative and significant coefficient at the 5% 
level, indicating that the country-level private label share was negatively 
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associated with pass-through across countries. Turning to producer 
prices, we see a positive association of private label share with pass-
through from commodity to producer prices. Taken together, these 
results are consistent with story in which European countries with 
highly concentrated retail sectors have a large role for private label 
goods resulting in low market power for producers (high pass-through 
of their cost shocks) and high market power for retailers (low pass-
through to final consumers). We view these results as suggestive but 
hope to more fully explore the cross-country implications of vertical and 
horizontal structure in retail in future work as more micro data becomes 
available. 

 
5.3. Discussion 
 
Our results for the macro implications of retail market structure have 

many parallels to the international trade literature on vertical integration 
and pricing. While the available data do not reveal significant changes at 
business cycle frequencies, when we look across countries and over 
longer horizons there have been significant changes in the vertical 
organization of relationships between sellers and buyers. While our 
micro-level findings and those of Neiman (2010) suggest that a rise in 
vertical integration could raise pass-through by reducing double-
marginalization created by the market power of upstream firms, our 
results for market share and those from a separate international trade 
literature imply that interactions between vertical and horizontal market 
structure are critical. If rising private label penetration and rising intra-
firm trade are associated with greater market power for downstream 
firms, which appears to be the case for retail, it is not obvious 
theoretically or empirically whether pass-through will increase or 
decrease. Indeed the rise in intra-firm trade in the United States appears 
to coincide with a decrease in the pass-through of exchange rates to 
import prices, and the rise in private labels that accompanies greater 
market power for retailers appears to be associated with lower pass-
through of commodity prices across European countries. 

Before concluding, we briefly discuss some testable hypotheses 
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about the macroeconomic forces that shape private label market share 
based on our empirical findings. First, the longerrun evolution of market 
share for private label goods – rising in the United States and Canada, 
very high in some advanced European economies, and generally much 
lower in Asia and the developing world – is consistent with changes in 
technology, particularly scale effects associated with retail consolidation 
and advances in supply-chain management and marketing technologies. 
The relatively small scale and limited managerial capacities of the retail 
sector in lower income countries is likely to be a major impediment to 
the introduction and growth of private label store brands. Low private 
label share in middle-income and developing countries may also be 
related to legal and regulatory policies that limit foreign direct investment 
or retail consolidation. These size constraints are likely to be relaxed as 
distribution, marketing, and managerial technology improves in these 
countries and the legal and regulatory policies converge towards what 
we observe in the rich, advanced economies. Regardless of the precise 
source of this ongoing evolution of private label market share, the 
implication of this supply-driven phenomenon is that manufacturers will 
lose market power resulting relative to retailers, which our results 
indicate could have ambiguous effects on pass-through and potentially 
the frequency of price adjustment because vertical integration driven by 
the growing horizontal market power of retailers generates countervailing 
effects.  

Second, the inflationary aspect of commodity price pass-through into 
retail prices has received more attention during the recent period of 
volatility associated with the Great Recession. In general, the relevance 
of commodity prices as a reliable source of inflation forecasting is still 
under debate. While there are empirical studies that show the lack of a 
meaningful relationship between commodity price movements and core 
inflation since 1980s in the United States (for instance, Evans (May 
2011)), other recent studies also suggest a prominent role for 
commodity prices in predicting a broad set of macroeconomic and 
financial variable (see Edelstein (2007)) and there is substantial micro 
evidence. The sharp increases in commodity prices – especially food 
and energy – account for most of the rising inflation in emergingmarket 
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economies for a variety of reasons.33 An obvious explanation for the 
greater inflationary pressure from commodity prices in developing 
countries is that the share of household expenditures on food and energy 
are greater in low-income countries. As countries get richer, the food 
and energy share in the consumption basket may fall, lowering the 
sensitivity of inflation to commodity prices. However, our findings 
suggest that as countries get richer the growth in private label brands 
may partly offset this effect by increasing commodity price pass-
through within narrow food categories, unless this is accompanied by 
rising horizontal market power. Our findings also suggest that 
commodity price pass-through may be more counter-cyclical than 
otherwise due to the private label margin but this effect is small. 
Furthermore, even if firms prefer not to alter regular prices in response 
to rising commodity and energy prices due to reputation concerns or 
staggered contracts, pressure from consumers during bad states of the 
economy may incentivize firms to implement more frequent and deeper 
sales.34 

 
 
6. Conclusion 
 
We provide evidence on the effects of horizontal and vertical market 

structure on two links of the commodity to retail price pass-through 
chain. Our evidence is generally consistent with the previous literature – 
greater double-marginalization reduces pass-through (vertical effect) 
and firms with larger market shares have lower pass-through (horizontal 
effect). However, we stress that the interaction of these two effects is 
important; since reducing doublemarginalization simultaneously 
increases pass-through directly while increasing market share, the 
positive effect of greater control of the value chain by the downstream 
party on passthrough is larger when conditioning on market share. We 
also show that accounting for multi-product firms is important for 

                                                 
33 See http://www.imf.org/external/np/seminars/eng/2011/lic/index.htm for reports and 

discussion from the International Monetary Fund. 
34 See Coibion et al. (2012). 
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estimating the effects of horizontal market structure and that the effects 
of vertical integration on pass-through hold when considering two 
allocative prices in lieu of an intra-firm price. Finally, while the effects 
of vertical structure on commodity to retail price pass-through are quite 
large – 10% higher for retailer branded private labels and 40% higher 
for retailer manufactured brands – the cyclicality of the private label 
share appears quite modest. Thus the channel we study suggests that 
cost pass-through will be higher during recessions (with higher private 
label share) and lower during booms but this effect is modest given the 
observed cyclical fluctuations of private label revenue share which is 
about 4 percentage points. 

Our findings suggest several avenues for future research. While the 
cyclical macro effects we identify are modest, longer-term trends in 
retail consolidation and market power generate much larger differences 
in private label shares, most notably in the large differences across 
countries. Several European countries have private label shares around 
50%. While this would seem to suggest a much higher pass-through rate, 
our results on the interplay between horizontal and vertical structure 
highlight the danger of considering only one of these channels. If private 
label dominance in Europe is driven by huge market shares of the 
retailer brands, this anti-competitive effect could potentially reduce 
pass-through. Understanding how the forces we identify in this paper 
contribute to differences in commodity price passthrough across 
countries is thus a promising direction. Similarly, our results are likely 
to be relevant in an international context where existing studies have 
typically examined only horizontal or vertical structure in isolation. The 
rise of intra-firm transactions highlighted in Neiman (2010) is 
undoubtedly an important part of the story, but the general trend of 
declining exchange rate pass-through into US import prices seems to 
pose a puzzle in this regard. This puzzle could potentially be resolved 
by recognizing that the rise of intra-firm transactions is connected to the 
growth and dominance of large multinational corporations that have 
sufficient market share that their pass-through is lower, as in Berman et 
al. (2011). While many of the existing trade micro data sets have 
limitations in terms of measuring horizontal market structure (lacking 
quantity data or multi-product firm identifiers) we believe this is another 



 

 CHAPTER 13 _ Market Structure and Cost Pass-through in Retail 519 

track worth pursuing. Vertical integration in an international context 
takes numerous forms, so being able to parse out the importance of 
distribution and marketing aspects of production from production 
aspects would also be interesting. Finally, we provide some preliminary 
evidence that private label sales frequency is higher than for national 
brands. We speculate that this may be a feature of menu cost technology 
and the nature of retailer-manufacturer contracts and promotions, or 
may be the result of optimal price discrimination by the retailer given 
heterogeneous consumers. We would like to explore why this is the case 
and its implications for price rigidity over the business cycle and over 
the long-term. 
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▌ Appendix ▌  

Results from the Long-Run Pass-through Regressions 
 

▌ Appendix Table 1 ▌  Retail Price and Wholesale Cost Passthrough 

Dependent Variable (Log Passthrough of Wholesale Cost to Regular Price) 
 4 months 12 months 

Median 0.481 0.981 
 (1) (2) (3) (4) (5) (6) (7) (8) 

RetailManufactured
s.e 
Retail Branded 
s.e 
Product  RevShare
s.e 
Brand RevShare
s.e 
Category 
Subsubclass 

-0.341*** 
 (0.069)  
-0.489*** 
 (0.042)

 
 
 
 

N 
N 

-0.561***
  (0.079) 
-0.411*** 
 (0.044)

 
 
 
 

Y 
 N 

-0.659*** 
 (0.096)  
-0.403*** 
(0.052)

 
 
 
 

N 
Y 

-0.587*** 
(0.099)  

-0.391*** 
 (0.052)
-0.551***
 (0.149)  
-0.063  
 (0.075)

N 
Y 

-0.242*** 
 (0.095)  
-0.239*** 
 (0.055)

 
 
 
 

N 
N 

-0.139    
 (0.105)  
-0.376*** 
 (0.057)

 
 
 
 

Y 
 N 

-0.34**  
(0.137)  

-0.419***
(0.068)

 
 
 
 

N 
Y 

-0.236* 
 (0.14) 

-0.396*** 
(0.069) 
-0.303 
(0.203) 
-0.218** 
 (0.104) 

N 
Y 

Obs. 
 

10586 
0.0142

10586 
0.0933

10586 
0.3327

10586  
0.3344

9646   
0.0025

9646    
 0.0949

9646    
0.3581

9646 
0.3591 

Note : The dependent variable is the logarithm of estimated product-level pass-through using the lagged 
specification given by equation 19, where the dependent variable is the change in log average monthly 
retail regular price, the independent variable is change in the log average monthly wholesale price, and 
the sample comprises the 41 months from January 2004 to May 2007. The results reported here are for 
estimation of equation 20 where each observation corresponds to an individual product pass-through 
coefficient, and use heteroskedasticity robust standard errors. 
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▌ Appendix Table 2 ▌  Wholesale Cost and Commodity Price Passthrough 

Dependent Variable (Log Passthrough of Commodity price to Wholesale Cost) 
 4 months  

Median 0.03 0.063 
 (1) (2) (3) (4) (5) (6) (7) (8) 

RetailManufactured
s.e 
Retail Branded 
s.e 
Product  RevShare
s.e 
Brand RevShare
s.e 
Category 
Subsubclass 

0.692***
(0.071)  
0.197***
(0.047)  

 
 
 
 

N 
N 

0.616*** 
 (0.066)  

  0.279***
 (0.046)

 
 
 
 

Y 
 N 

0.664***
(0.087)   
0.301***
(0.053)

 
 
 
 

N 
Y 

0.707***
(0.087)  
0.325***
(0.053)
0.099   

 (0.142) 
-0.6*** 
 (0.07)   

N 
Y 

0.355*** 
(0.067)  

 0.231*** 
(0.045)

 
 
 
 

N 
N 

0.425*** 
 (0.062)  
0.207*** 
 (0.043)

 
 
 
 

Y 
 N 

0.439***
 (0.07)   

0.221***
(0.048)

 
 
 
 

N 
Y 

0.517*** 
(0.079) 

 0.246*** 
(0.048) 
-0.119 
 (0.137) 

 -0.456*** 
 (0.068) 

N 
Y 

Obs. 
 

13633
0.0079

13633 
 0.2509

13633 
 0.5215

13633 
0.5252

14682   
 0.0035

14682 
0.2628

14682  
0.5159

14682 
0.5185 

Note : The dependent variable is the logarithm of estimated product-level pass-through using the lagged 
specification given by equation 19, where the dependent variable is the change in log average monthly 
retail wholesale price, the independent variable is the change in the log commodity index for a linked 
commodity, and the sample comprises the 41 months from January 2004 to May 2007. The results 
reported here are for estimation of equation 20 where each individual observation is a product x 
commodity pass-through coefficient, and use heteroskedasticity robust standard errors. Because there 
are sometimes multiple commodities linked to an individual product, we include commodity dummies in 
this regression interacted with category or subsubclass dummies where applicable. 
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▌ Appendix Table 3 ▌  Regular Price and Commodity Price/Wholesale Cost Index  
Passthroughs 

Panel A: Dependent Variable (Log Passthrough of Commodity Prices to Regular Price) 
 4 lags 12 lags 

Median 0.041 0.083 
 (1) (2) (3) (4) (5) (6) (7) (8) 

RetailManufactured
s.e 
Retail Branded 
s.e 
Product  RevShare
s.e 
Brand RevShare
s.e 
Category 
Subsubclass 

0.046
(0.064)
0.272***
(0.042)

 
 
 
 

N 
N 

0.115*
(0.063)
0.018

(0.044)
 
 
 
 

Y 
N 

0.126
(0.084)
0.038

(0.051)
 
 
 
 

N 
Y 

0.204**
(0.084)
0.049
(0.051)

-0.667***
(0.145)

-0.256***
(0.073)

N 
Y 

0.255***
(0.063)
0.208***
(0.042)

 
 
 
 

N 
N 

0.358***
(0.063)
0.051

(0.043)
 
 
 
 

Y 
N 

0.199**
(0.085)
0.034

(0.057)
 
 
 
 

N 
Y 

0.284*** 
(0.085) 
0.051 

(0.051) 
-0.342** 
(0.148) 

-0.355*** 
(0.074) 

N 
Y 

Obs. 
 

13527
0.0031

13527
0.1458

13527
 0.3896

13527
 0.393

14222
 0.0027

14222
0.136

14222
0.3788

14222 
0.3814 

Panel B: Dependent Variable (Log Passthrough of Wholesale Cost Index to Regular Price) 
 4 lags 12 lags 

Median 0.649 1.473 
 (1) (2) (3) (4) (5) (6) (7) (8) 

RetailManufactured
s.e 
Retail Branded 
s.e 
Product  RevShare
s.e 
Brand RevShare
s.e 
Category 
Subsubclass 

0.21***
(0.028) 
-0.03    

 (0.045)
 
 
 
 

N 
N 

0.077   
(0.088)  
0.233***
(0.045)

 
 
 
 

Y 
N 

0.053   
(0.104)  
0.218***
(0.052)

 
 
 
 

N 
Y 

0.169  
 (0.107)
-0.599***
(0.052) 
0.599*** 
0.154

0.205***
 (0.079)

N 
Y 

0.113   
(0.086)  

-0.181***
(0.046)

 
 
 
 

N 
N 

-0.066   
(0.087)  
0.131***
(0.046)

 
 
 
 

Y 
N 

0.026   
(0.112) 
0.106**
(0.053)

 
 
 
 

N 
Y 

0.21* 
(0.113) 
0.141*** 
(0.053) 

-0.714*** 
(0.162) 

 -0.431*** 
(0.081) 

N 
Y 

Obs. 
 

10175 
0.0007

10175 
0.1985

10175  
0.4185

10175 
0.4211

10265 
0.0018

10265  
0.2234

10265  
 0.4535

10265 
  0.459 

Note : The dependent variable is the logarithm of estimated product-level pass-through using the lagged 
specification given by equation 19, where the dependent variable is the change in log average monthly 
retail wholesale price, the independent variable is the change in the log commodity index for a linked 
commodity or the categorylevel wholesale cost commodity index, and the sample comprises the 41 
months from January 2004 to May 2007. The results reported here are for estimation of equation 20 
where each individual observation is a product x commodity pass-through coefficient, and use 
heteroskedasticity robust standard errors. Because there are sometimes multiple commodities linked to 
an individual product, we include commodity dummies in this regression interacted with category or 
subsubclass dummies where applicable. For panel B, the wholesale cost index measures are calculated 
using the change in log average wholesale cost for every UPC in the category that appears in all 41 
months, using fixed aggregate revenue weights to aggregate up to the category level. 
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CHAPTER 14 
 The Dynamic Relations between Market Returns 
and Two Types of Risk with Business Cycles 

 
 

by 
Xiaoquan Jiang*1  

(Department of Finance, Florida International University) 
Bong Soo Lee** 

(Department of Finance, Florida State University) 
 
 
We examine the dynamic relations among market returns, market risk, 

and idiosyncratic risk around business cycles. Compared to the conventional 
view, which treats market and idiosyncratic risks separately, we first 
find that excess market return anticipates negative market risk and 
idiosyncratic risk, suggesting market return’s role as an economic 
indicator, with the relation stronger in recessions. Second, idiosyncratic 
risk helps predict positive market risk, mainly in early part of 
recessions, suggesting a dynamic evolution from idiosyncratic risk to 
market risk. Third, market risk helps predict negative idiosyncratic risk, 
suggesting market risk may substitute idiosyncratic risk to some extent.  
 
 

1. Introduction 
 
Prior studies have examined the time-series movements of market 

returns, market volatility, idiosyncratic volatility, and macroeconomic 
activities. These variables fluctuate over time, particularly over business 

                                                      
* E-mail address:  jiangx@fiu.edu 

** E-mail address:  blee2@cob.fsu.edu  
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cycles (Officer, 1973; Black, 1976; Christie, 1982; French, Schwert, and 
Stambaugh, 1987; Schwert, 1989; Campbell, Lettau, Malkiel, and Xu, 
2001). However, prior studies tend to treat market risk and idiosyncratic 
risk separately, and there is little study on the dynamic relations among 
these variables in different stage of business cycles. In this paper, we 
conduct empirical analysis on the dynamic relations among these 
variables, particularly around business cycles, to provide new insights 
into the stock market variations and business cycles and to better 
understand recent economic recessions.  

This paper is motivated by the following three factors. First, the 
traditional macroeconomic business cycle literature has tried to explain 
the persistent aggregate fluctuations observed in macroeconomic time 
series. However, more recent literature shows that independent sector-
specific disturbances can also have significant aggregate effects. For 
example, Horvath (1998, 2000) presents a multi-sector dynamic general 
equilibrium model of business cycles with a distinctive feature: 
aggregate fluctuations are driven by independent sectoral shocks. His 
model illustrates that sectoral shocks with limited interaction among 
other sectors, characterized by a sparse input-use matrix, tend to lead to 
greater aggregate volatility since it reduces substitution possibilities in 
production.  

Pastor and Veronesi (2009) show that the nature of the risk associated 
with new technologies changes over time. Initially, this risk is mostly 
idiosyncratic due to the small scale of production and a low probability 
of a large-scale adoption. The risk remains idiosyncratic for the 
technologies that are never adopted on a large scale. For the 
technologies that are ultimately adopted, however, the risk gradually 
changes from idiosyncratic to systematic. As the probability of adoption 
increases, the new technology becomes more likely to affect the old 
economy, and the representative agent’s wealth, so systematic risk in the 
economy increases. These studies suggest that there is a dynamic 
relation between idiosyncratic and systematic risks, and between each of 
the two types of risks and the aggregate economic activity, in particular, 
around business cycles. Recently, Chun, Kim, and Morck (2011) show 
that U.S. firms’ stock return volatility over time was driven mainly by a 
rise and fall in the firm-specific, rather than systematic, component of 
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volatility. They find empirical evidence supporting the hypothesis that 
firm heterogeneity, reflected in firm-specific volatility, rises as a new 
general purpose technology (GPT) propagates across the economy and 
then ebbs once the GPT is widespread.  

Second, recessions tend to be triggered (or initiated) by some 
idiosyncratic (sectoral) shocks. For example, the oil crises were 
followed by the recessions in early 1970s and early 1980s, the savings 
and loans crises were followed by the recession in 1990, the technology 
stock bubble burst was followed by the recession in 2001, and the recent 
subprime mortgage crisis and financial crisis (Lehman Brother 
bankruptcy) were followed by the global recession starting in 2008. 
These examples provide further evidence of the dynamic relation 
between idiosyncratic risk and systematic risk over business cycles. 
Understanding the dynamic relations between (or the evolution of) the 
two types of risks may provide new insights into the process of 
recessions, including the recent global recession.  

Third, since Merton (1973), traditional intertemporal capital asset 
pricing models (ICAPM) suggest a positive relation between conditional 
variance of market returns and the expected market return for the 
aggregate stock market. This theoretical relation also suggests that the 
lagged market volatility is predictive of realized excess returns although 
the empirical evidence is mixed. Traditional asset pricing models show 
that only systematic risk should affect returns. However, there are 
several asset pricing models in the literature that take idiosyncratic risk 
into account. Levy (1978), Merton (1987), and Malkiel and Xu (2002) 
extend the intertemporal CAPM where investors, for some reason, hold 
undiversified portfolios. The resulting pricing equation relates the 
returns of stocks to their beta with the market and their beta with respect 
to a market-wide measure of idiosyncratic risk. Mayers (1976) 
introduces a non-traded human capital factor in a CAPM setting and 
obtains a similar pricing relation. Barberis and Huang (2001) offer a 
different type of asset pricing model based on prospect theory, where 
investors are loss-averse over the fluctuations of individual stocks that 
they own. They also obtain a relation between expected returns and 
idiosyncratic risk. Although there is extensive literature on market 
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volatility and idiosyncratic volatility predicting market returns, 
surprisingly there is little study or evidence on the dynamic relation 
between market volatility and idiosyncratic volatility, and whether 
market returns predict market volatility and idiosyncratic volatility. 

To fill the void in the literature, we examine the dynamic relations 
among market returns, market risk, idiosyncratic risk, and aggregate 
economic activity around business cycles. Prior research finds market 
returns, risk, and macroeconomic activities are time-varying over 
business cycles. Our evidence confirms this finding. More importantly, 
we find that the dynamic relations between risk and returns, between 
market risk and idiosyncratic risk, and between risk and macroeconomic 
activity are time-varying over business cycles. Our major findings can 
be summarized as follows. First, excess market return (XR) Granger 
causes both market risk (MV) and idiosyncratic risk (IV); the net effect 
is negative, and the relations are more significant and stronger in 
recession periods.1 This implies that the dynamic relation is indeed a 
Granger causal relation: lower XR helps predict a higher MV and IV in 
recessions, and XR is a better leading economic indicator of MV and IV 
in recessions.  

Second, IV Granger causes MV with a positive net effect, and this 
relation is observed mainly in recessions. This implies that IV 
complements MV over time in recessions. While conventional theory 
tends to treat the two types of risk separately, we find that they are 
closely related over time. This is consistent with the finding in Pastor 
and Veronesi (2009) and Chun, Kim, and Morck (2011). We find that 
while IV Granger causes MV before recessions and in the remaining 
periods, the positive net effect of IV on MV is stronger before 
recessions. Further, IV Granger causes MV more strongly in the early 
recession periods, and we don’t see this causal relation at the end of 
recessions or at the beginning of expansions. This suggests that IV is 
converted into MV before recessions and continue to be converted at the 
early stage of recessions. This interesting finding, that IV becomes MV 
in the early stage of recessions, is consistent with and extends the 

                                                      
1 This finding is consistent with the predictions of the leverage effect (e.g., Black 1976; 

Christie 1982;  Nelson 1991; and Glosten, Jagannathan, and Runkle 1993). 
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finding of Pastor and Veronesi (2009) (see also Chun, Kim, and Morck, 
2011).  

Third, MV Granger causes IV with a negative net effect in both 
recessions and expansions, and there is little difference in their net 
effects. This implies that higher (lower) MV helps better predict a lower 
(higher) IV, which suggests that MV can substitute IV to some extent. 
Further, its negative net effect on IV is stronger in early expansion 
periods. This suggests that lower MV leads to a higher IV in early 
expansion periods as the economy moves out of recessions.  

Fourth, while we find that MV Granger causes XR in recessions, its 
net effect is insignificant. Industrial production growth (IPG) Granger 
causes both XR and MV with a negative effect in recessions, which 
indicates that lower industrial production leads to a higher XR and MV 
in recessions. However, IPG does not Granger cause IV in either period.  

Overall, we find that the dynamic relations among market returns, 
two types of risk (market risk and idiosyncratic risk), and economic 
activity changes over time, in particular, over business cycles. Our 
findings provide further evidence in support of the findings of Horvath 
(1998, 2000), Pastor and Veronesi (2009), and Chun, Kim, and Morck 
(2011) with new insights into the dynamic relations between these 
variables and business cycles. Our findings have implications to better 
understand recent economic recessions. The conventional asset pricing 
model has implications primarily for the relation between expected 
returns and risk. In this paper, we provide further evidence on the 
dynamic relations between expected returns and risk around business 
cycles and the dynamic relations between the two types of risk - MV 
and IV- together with expected returns around business cycles. As a 
result, we can better understand the recent economic recessions in the 
context of the dynamic relations between the two types of risks and 
market returns. Our results also suggest that as recessions tend to be 
triggered (or initiated) by some idiosyncratic (sectoral) shocks leading 
to MV with a positive effect, the recovery of the economy can be 
understood by MV leading to IV with a negative effect. 

The rest of the paper is structured as follows. In Section II, we 
discuss the VAR (vector autoregression) model, the empirical method 
we use to examine dynamic relations among the variables. In Section 
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III, we describe data construction and present some preliminary 
descriptive statistics. In Section IV, we present dynamic empirical 
relations and discuss the results, and we conclude in Section V. 

 
 
2. Empirical Method 
 
2.1. Vector Autoregression (VAR) Specification 
 
In the absence of a generally accepted theoretical model that 

explains dynamic relations among market returns, market risks, 
idiosyncratic risks and economic activities, we investigate the dynamic 
relations among these variables using simple predictive regressions to 
get initial results. Then, we employ parsimonious vector autoregression 
models (VAR) as the main empirical framework to study the dynamic 
relations: 

 
Zt = A(L) Zt-1 + et,                                                                           (1) 

 
where Zt is an m x 1 vector; A(L) is a polynomial in the lag operator  

L(i.e., A(L) = ( )ijA L = [ 1

1

( )
k

s
ij

s

A s L −

=
∑ ] for i, j = 1, 2,..,m. ), with L  

being a lag (or backshift) operator (i.e., Ln Xt = Xt-n); Aij(s) is an m x m  
coefficient matrix (i.e., A = [Aij] for i, j = 1, 2, …, m); and, et is an m x 1 
vector of the error term.  

First, we consider three variations of the bivariate model: Z1t = [XRt, 
MVt]’, Z2t = [XRt, IVt]’, and Z3t = [MVt, IVt]. XR denotes the market 
excess return, MV denotes the market volatility, and IV denotes the 
idiosyncratic volatility (see the following section for the measures of 
these variables). The first model, Z1t = [XRt, MVt]’, is motivated by the 
studies of Merton (1973, 1980) and Harvey (1989) on the relation 
between the market risk and market return.  

The second model, Z2t = [XRt, IVt]’, is motivated by Levy (1978), 
Merton (1987), and Malkiel and Xu (2002). Taking into account 
idiosyncratic risk, they extend the CAPM where the investors, for some 
reason, hold undiversified portfolios. The resulting pricing equation 
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relates the returns of stocks to their beta with the market and their beta 
with respect to an aggregate idiosyncratic risk. Mayers (1976) 
introduces a non-traded human capital factor in a CAPM setting and 
obtains a similar pricing relation. Barberis and Huang (2001) offer a 
different type of asset pricing model based on prospect theory, where 
investors are loss averse over the fluctuations of individual stocks that 
they own. They also obtain a relation between expected returns and 
idiosyncratic risk. Although both the market risk-return relation and the 
idiosyncratic risk-return relation have been widely studied, we 
contribute to the literature by focusing on the dynamic relations of the 
related variables.  

The third model, Z3t = [MVt, IVt], is motivated by Horvath (1998, 
2000), Pastor and Veronesi (2009), and Chun, Kim, and Morck (2011). 
Horvath (1998, 2000) develops an input-use matrix to show the 
importance of sectoral shocks. Sectoral shocks with limited interaction 
among sectors tend to lead to greater aggregate volatility since it 
reduces substitution possibilities in production. Pastor and Veronesi 
(2009) demonstrate that idiosyncratic volatility leads market volatility in 
a technology revolution (see also Chun, Kim, and Morck, 2011). They 
show that the nature of the risk associated with new technologies 
changes over time. Initially, this risk is mostly idiosyncratic due to the 
small scale of production and a low probability of a large-scale 
adoption. The risk remains idiosyncratic for technologies that are never 
adopted on a large scale. For the technologies that are ultimately 
adopted, however, the risk gradually changes from idiosyncratic to 
systematic. In the real economy, we also observe that many economic 
(financial) crises are initially due to an idiosyncratic (or sectoral) shock 
that gradually spreads out and causes recession. Examples include the 
oil crisis in 1970s, the S&L crisis in 1980s, the technology bubble burst 
in 2001, and the financial crisis in 2008, just to name a few.  

Second, since idiosyncratic volatility is viewed as a hedge 
component in Merton’s ICAPM (1973), we then use a trivariate VAR 
model that includes XR, MV, and IV.2 Given the potential dynamic 
relations between each pair of XR, MV, and IV, a trivariate VAR should 

                                                      
2  Also see Scruggs (1998) and Guo and Whitelaw (2006). 
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be more appropriate and provide better understanding on the dynamic 
relations. We consider a trivariate VAR model: 

 
Zt = [XRt, MVt, IVt]’.                                   (2) 
 
Third, Schwert (1989) studies the dynamic behavior of economic 

activity volatility and finds evidence that market volatility predicts real 
economic activity volatility. It is interesting to examine the dynamic 
relation between macroeconomic activity and XR, MV, and IV. We use 
industrial production growth rate (IPG) as a proxy for macroeconomic 
activity. We incorporate IPG into our VAR system and consider the 
following four-variable VAR model: 

 
Zt = [XRt, MVt, IVt, IPGt]’.                      (3) 
 
To examine the dynamic relations among these variables, we use 

Granger causality tests, a dynamic net (cumulative) effect, and a 
forecast error variance decomposition analysis based on the above VAR 
models. 

 
2.2. Dynamic Relations in Business Cycles 
 
An early study (Officer, 1973) finds evidence that market volatility is 

higher in economic downturns. Schwert (1989) presents evidence that 
market volatility predicts industrial production volatility, confirming 
Officer’s evidence. Hamilton and Lin (1996) find that economic 
recessions are the single most important factor explaining market 
volatility, accounting for about 60% of its variation. Campbell, Lettau, 
Malkiel, and Xu (2001) present an extensive analysis on the cyclical 
behavior of market, industrial, and firm-level volatility. They provide 
strong evidence that market, industrial, and firm-level volatilities are all 
higher in economic downturns.  

We extend the literature and study not only the dynamic relations in 
recessions and expansions, but also in pre-recession, post-recession, pre-
expansion, and post-expansion periods. That is, we examine the 
dynamic relations in different stages of the business cycles because it 
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provides us with a rich setting to understand the dynamic relations 
among XR, MV, IV, and IPG.  

We use the business cycles determined by the National Bureau of 
Economic Research (NBER). We define the one to four months before a 
recession (expansion) starts as the pre-recession (pre-expansion) period, 
and the one to four months after a recession (expansion) starts as the 
post-recession (post-expansion) period. We then examine the dynamic 
relations using Granger causality tests, dynamic net (cumulative) 
effects, and forecast error variance decomposition analysis in these 
periods. 

 
 
 3. Data Construction and Description 
 
3.1. Market Return, Market Volatility, Idiosyncratic 

Volatility, and Industrial Production Growth 
 
We use the Center for Research in Security Prices (CRSP) monthly 

value-weighted index return as a proxy for the market return (rm). The 
market excess return (XR) is measured as the market return in excess of 
one-month Treasury Bill rate. We use CRSP daily return data including 
stocks traded on the NYSE, Amex, or Nasdaq for the sample period of 
July 1963 - December 2009 to construct monthly market volatility (MV) 
and idiosyncratic volatility (IV). Following French, Schwert, and 
Stambaugh (1987) and Goyal and Santa-Clara (2003), we construct 
value-weighted market volatility (MV) as: 
 

2
, , , 1

1 2

( 2 ),
t tD D

t m d m d m d
d d

MV r r r −
= =

= +∑ ∑
 

 
where rm,d is the value-weighted CRSP index return on day d, and Dt is 
the number of days in month t. In equation (4), the second term is added 
to the right-hand side to adjust for autocorrelation in daily returns using 
the approach proposed by French, Schwert, and Stambaugh (1987). 

(4) 



536 Fiscal Sustainability and Innovative Welfare System 

We calculate the aggregate idiosyncratic volatility (IV) as follows. In 
every month, daily excess returns of individual stocks,  ,  are 
regressed on the daily Fama-French (1993,1996) three factors: the 
excess return on a broad market portfolio over the one-month T-Bill 
rate, MKT (rm-rf); 3 the difference between the return on a portfolio of 
small stocks and the return on a portfolio of large stocks, SMB (small 
minus big); and the difference between the return on a portfolio of high 
book-to-market stocks and the return on a portfolio of low book-to-
market stocks, HML (high minus low): 

 
                     ,           (5) 

 
where d is the subscript for the day, t is the subscript for the month (i.e., 
d t) and s are factor sensitivities or loadings. The daily factor data are 
downloaded from Kenneth R. French’s website.4 We perform a time-
series regression for each stock in each month. The idiosyncratic risk of 
a stock is computed as the standard deviation of the regression residuals. 
To reduce the impact of infrequent trading on IV estimates, we require a 
minimum of 15 observations in a month for which CRSP reports a valid 
daily return. With the daily residuals in equation (5), we measure the 
individual stock’s monthly idiosyncratic volatility as the standard 
deviation of daily residuals of the stock. We then use the equal-weighted 
average of idiosyncratic volatility across all stocks as a proxy for the 
aggregate idiosyncratic volatility (IV)5: 

 ∑ ,         (6) 
 

where Nt is the number of stocks in month t.  
                                                      
3 Our method of the measure of idiosyncratic volatility follows the widely used method 

in volatility literature, for instance, Ang, Hodrick, Xing, and Zhang (2006, 2009), Bali 
and Cakici (2008), Fu (2009), and Huang, Liu, Rhee, and Zhang (2010). 

4  http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_ library.html. We appreciate 
Kenneth French for making these data available. 

5 We do not consider industry factor separately as in Campbell, Lettau, Malkiel, and Xu 
(2001). Our measure of idiosyncratic volatility may contain industry factor information. 
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For the robustness check of our results, we compute IV based on the 
one-factor CAPM model and Fama-French’s (1993, 1996) and Carhart’s 
(1997) four-factor model, and implement all our empirical procedures. 
We find that the results are very similar to those of the Fama-French 
three-factor model. As such, to save space we do not report the results 
of either the one-factor model or the four-factor model.  

We use the industrial production growth rate as a proxy for 
macroeconomic activities. The industrial production growth rate (IPG) 
is measured as the percentage change from a year ago on the industrial 
production index (INDPRO), which is obtained from the Board of 
Governors of the Federal Reserve System. We divide the annual 
industrial production growth rate by 12 to generate monthly growth 
rates. Recessions and expansions in business cycles are defined by the 
National Bureau of Economic Research (NBER). We use dummy variables 
to identify different stages of business cycles. Dummy variable d is 
equal to 1 if the economy is in a recession, otherwise it is zero. Dummy 
variable d1 (d2) is equal to 1 if the economy is in the four months before 
(after) a recession starts. Dummy variable d3 (d4) is equal to 1 if the 
economy is in the four months before (after) a recession ends.6 

 
3.2. Descriptive Statistics 
 
Table 1 presents descriptive statistics for XR, MV, IV, and IPG for 

the sample period of July 1963 to December 2009. In Panel A, we 
observe that the means of the CRSP index XR, MV, IV, and IPG are 
0.42%, 4.16%, 12.30%, and 0.23%, respectively. The mean of IV is 
much higher than that of MV. The first-order autocorrelations of XR, 
MV, IV, and IPG are 0.09, 0.55, 0.90, and 0.97, respectively. Both MV 
and IV are quite persistent, particularly for IV. The 12th order 
autocorrelation of IV is still 0.66, while that of MV and IPG are 0.16 
and 0.18, respectively, showing that IV is particularly persistent. The 
variation in XR is high at 4.51%, and IV (3.43%) is more volatile than 
MV (2.38%).  
                                                      
6 As a robustness test, we use dummy variables when the economy is in the three 

months before (after) a recession starts or ends.  The results are very similar to what 
we report in the paper.   
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We are interested in how these statistics change over time. We report 
these time-series behaviors when the economy is in recessions. During 
recession periods, the mean values of XR and IPG are -0.56% and 
-0.25%, respectively, much lower than the average. This is not 
surprising given that both XR and IPG are left-skewed. The mean values 
of MV and IV in recession periods are 6.21% and 13.49%, respectively. 
The MV (IV) in recession is 49% (10%) higher than the averages and is 
consistent with previous evidence. That is, in recessions, MV is 
substantially higher while IV is mildly higher than the average. The 
variations in these variables also increase in recessions, except for IPG. 
In recessions, the standard deviations of XR, MV, IV, and IPG are 
6.52%, 3.13%, 3.60%, and 0.38%, respectively. We also report the 
statistics for the pre- (post-) recessions and expansions. XR is already 
negative (-0.12%) before recessions and strongly positive (3.63%) 
before expansions, implying it is a leading economic indicator. MV and 
IV are higher after recessions (d2=1) and before expansions (d3=1). 
Once a recession is over (d4=1), both MV and IV decline. 

In Panel B, we report the cross correlations among these variables 
over business cycles. Overall, XR is negatively correlated with MV. The 
correlation is -0.29 in the full sample. It is mainly attributed to the 
periods before (d1=1) and after (d2=1) a recession starts (-0.28 and 
-0.26, respectively) and during recession periods (-0.25), when XR 
declines and MV increases substantially. The correlation, however, 
becomes positive and is 0.06 (0.15) before (d3=1) (after, d4=1) an 
expansion starts, indicating that they move more closely together when 
the economy is about at the trough. The correlation between XR and IV 
is close to zero in the full sample. While it is negative (-0.06) after a 
recession starts (d2=1), it becomes even strongly negative (-0.27) once 
an expansion begins (d4=1). There seems to be quite a different pattern 
in the relation between XR and MV and between XR and IV in 
particular before and after an expansion. 

MV and IV are positively correlated with a correlation of 0.49 for the 
full sample, which is consistent with Campbell, Lettau, Malkiel, and Xu 
(2001) and Goyal and Santa Clara (2003). This is mainly driven by a 
recession period (d=1) with a high correlation of 0.64. We find a 
similarly high correlation in the periods before and after a recession  
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starts and the period of recessions. As such, the difference in the 
correlation between MV and IV during a recession and an expansion is 
quite striking.  

IPG and MV are negatively correlated at -0.31 for the full sample. 
The correlations are also negative in the periods of recessions (-0.17) 
and the periods before (d3=1) and after (d4=1) the recessions end (-0.23 
and -0.34, respectively). Interestingly, in the periods before (d1=1) and 
after (d2=1) the recessions start, the correlations are relatively low, -
0.09 and 0.05, respectively. The evidence suggests that at the bottom of 
the economy, MV is high while IPG is low. However the inverse pattern 
disappears in the periods of peaks.  

In sum, evidence in Table 1 shows that not only do XR, MV, IV, and 
IPG change over business cycles, but the correlations also vary over the 
business cycles. This motivates us to further investigate the dynamic 
relations among these variables that incorporate business cycle effects. 

 
 
4. Empirical Dynamic Relations 
 
4.1. Dynamic Relations Among XR, MV, IV, and IPG Based  

on a One-period Forecast Regression 
 
First, we investigate the dynamic relations among XR, MV, IV, and 

IPG using simple one-period forecast regressions. The results are 
reported in Table 2. We report lagged variable coefficients, t-statistics 
with Newey-West corrections, and adjusted R-squares.  

Merton (1973, 1980) demonstrates that there is ex-ante positive risk-
return relation; that is, expected market return is positively associated 
with conditional variance. We note that our analysis is not about a test 
of intertemporal risk-return relation. Instead, we focus on the dynamic 
relations in the realized (ex-post) excess market return and realized (ex-
post) market volatility with a lag. Using monthly realized MV and IV, 
we do not find evidence that either MV or IV forecasts XR.7 We do not 

                                                      
7 Using conditional measures of MV and IV, Ghysels, Santa-Clara, and Valkanov (2005), 

Pastor, Sinha, and Swaminathan (2008), Campello, Chen, and Zhang  (2008), and 
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find that IPG forecasts XR either. This is not really surprising in that the 
market return is hard to predict given that the market is quite efficient.  

There are some interesting patterns when MV or IV is used as the 
dependent variable. First, we find that XR leads both MV and IV with a 
significant negative sign in all models considered. This suggests a lower 
XR anticipates higher MV and IV, for example, in a recession. Second, 
IPG similarly forecasts MV and IV with a significant negative sign, 
while MV forecasts IPG with a negative sign. This suggests that economic 
activity and risk in the market tend to move in the opposite direction, 
which is consistent with the evidence provided by Campbell (1991)8. 
Schwert (1989) finds that there is weak evidence that macroeconomic 
activity volatility forecasts market volatility while there is stronger 
evidence that market volatility forecasts macroeconomic activity 
volatility. Our evidence shows that low market returns tend to lead to 
high MV and IV but not vice versa, suggesting that market return is a 
leading economic indicator.  

Third, IV forecasts MV with a positive sign while MV forecasts IV 
with a negative sign. This pattern is robust for all three specifications. 
This evidence, combined with the results in Table 1, shows that MV and 
IV are correlated not only contemporaneously but also dynamically over 
time. Pastor and Veronesi (2009) and Chun, Kim, and Morck (2011) 
recently show that the nature of the risk associated with new technologies 
changes over time. Initially, this risk is mostly idiosyncratic due to the 
small scale of production and a low probability of a large-scale 
adoption. The risk remains idiosyncratic for technologies that are never 
adopted on a large scale. For technologies that are ultimately adopted, 
however, the risk gradually changes from idiosyncratic to systematic. In 
macroeconomic business cycle literature, Horvath (1998, 2000) illustrates 
that sectoral shocks with limited interaction among other sectors tend to 
lead to greater aggregate volatility since it reduces substitution possibilities 
                                                                                                                      

Jiang and Lee (2006, 2009) find that conditional MV or IV is positively correlated 
with the expected XR. 

8 There is a long list of studies investigating the time-series relation between macroecon
omic factors and equity Returns (e.g., Bodie, 1976; Fama, 1981; Geske and Roll, 1983;
 Pearce and Roley, 1983, 1985; Chan, Chen, and Hsieh, 1985; Chen, Roll, and Ross, 1
986; Fama and Schwert, 1977; Rozeff, 1984; Keim and Stambaugh, 1986; Campbell, 
1987; Campbell and Shiller, 1988; Fama and French, 1988, 1989). 
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▌ Table 2 ▌  The Dynamic Relation Among XR, MV, IV, and IPG: 1963:07 – 2009:12 

Dependent 
variable XRt-1 MVt-1 IVt-1 IPGt-1 R2 

XRt  0.091 -0.022 0.006 
 (2.051) (-0.281)  
 0.095 0.049 0.007 
 (2.012) (0.864)  
 0.082 -0.081 0.077 0.006 
 (1.802) (-0.911) (1.227)  
 0.071 -0.127 0.070 -0.852 0.009 
 (1.507) (-1.507) (1.102) (-1.562)  

MVt -0.111 0.492 0.344 
 (-4.247) (6.568)  
 0.508 0.064 0.310 
 (6.002) (1.754)  
 -0.122 0.420 0.094 0.357 
 (-4.553) (4.810) (2.149)  
 -0.136 0.367 0.085 -1.012 0.381 
 (-4.947) (4.851) (1.915) (-4.165)  

IVt -0.096 0.902 0.831 
 (-5.227) (43.086)  
 -0.046 0.918 0.815 
 (-1.885) (51.728)  
 -0.116 -0.129 0.946 0.836 
 (-5.827) (-4.490) (54.800)  
 -0.120 -0.145 0.944 -0.301 0.837 
 (-5.913) (-5.191) (51.475) (-2.055)  

IPGt 0.000 -0.007 -0.001 0.960 0.952 
 (-0.169) (-2.431) (-0.578) (73.835)  

Note : This table reports the dynamic relation among XR, MV, and IV.  XR denotes the excess market return, 
calculated as CRSP value weighted index return over one-month T-bill rate.  MV denotes the market 
volatility, calculated as in French, Schwert, and Stambaugh (1987).  IV_FF3 denotes the idiosyncratic 
volatility, calculated as follows.  In every month, excess daily returns of each individual stock are 
regressed on the daily Fama- French three factors: RmRf, SMB, and HML. The (monthly) idiosyncratic 
volatility is the equal weighted average of the idiosyncratic volatility of the stock which is the product of 
the standard deviation of the regression residuals and the square root of the number of observations in 
the month.  IPG denotes the industry production growth rate.  We report the coefficients.  The t-statistic, 
which is adjusted for the residual autocorrelation with 12 lags and heteroskedasticity using the Newey-
West correction, is in the parentheses.   R2 denotes the adjusted R-square. 
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in production. Our finding indicates that higher IV leads to a higher MV 
while higher MV leads to a lower IV. This is consistent with the view 
that increasing IV can become part of MV, and IV decreases as MV 
increases, which substitutes IV. Therefore, it seems that there are both 
complementary and substitution effects between MV and IV over time, 
interacting with each other, which is a drastically different view than the 
conventional view of treating MV and IV separately. 

 
4.2. Dynamic Relations Among XR, MV, IV, and IPG with  

Business Cycle Effects 
 
Schwert (1989) and Campbell, Lettau, Malkiel, and Xu (2001) conduct 

extensive studies on the time series of market volatility, idiosyncratic 
volatility, and macroeconomic volatility and they relate them to business 
cycles. We extend their studies by examining the time-varying dynamic 
relations among these variables (XR, MV, IV, and IPG) over business 
cycles to gain further insights into the dynamics. As usual, we identify 
the recessions based on NBER business cycle dates and by using the 
corresponding dummy variables in our analysis. Since our focus is on 
examining whether there is a time-varying dynamic relation among 
these variables over business cycles, we design our forecast regression 
as follows.9 In a model of XR, MV, and IV, we run the following 
regressions:  

   1               1 ,   1               1 ,   1              1 . 
                                                      
9 When we allow for regime-dependent intercepts (i.e., constants) in the following 

specification in addition to regime-dependent slope coefficients, we obtain qualitatively 
same results.  The estimation results are available upon request. 
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We report the estimation results in Table 3. In the table, we use d = 1 
for the recession periods and b = 1 - d for the expansion period. We do 
not report α and β to save space. First, in XR regressions, we do not find 
that MV or IV forecasts XR in either recessions or expansions, 
consistent with the finding in Table 2. In contrast, we find that IPG 
forecasts XR with a significant negative sign (-5.277) in recessions. This 
suggests that in a recession, a negative industrial production growth rate 
tends to lead to a positive excess return.  

Chen (1991) studies the relation between market returns and 
macroeconomic variables, and also finds that stock returns are 
negatively correlated with lagged industrial production growth. He 
concludes that, “The risk aversion implicit in the pricing of financial 
securities, and hence the expected market premium, is negatively 
correlated with a measure of the relative health of the current economy, 
such as the recent growth of the aggregate economy.” In the full sample 
in Table 2, we find that market return is negatively related to lagged 
industrial production growth but the relation is not significant. However, 
in Table 3, we find that market return is significantly negatively 
correlated with lagged industrial production growth in recessions. Our 
evidence shows that the correlation between market return and lagged 
industrial production growth is time-varying and is driven mainly by the 
recession phenomenon.  

Second, in MV regressions, XR forecasts MV with a negative sign in 
both recessions and expansions. However, it is more significant in 
recessions, and the absolute value of coefficients in recessions is at least 
twice of that in expansions. IV also forecasts MV with a positive sign, 
and the relation is more significant and stronger in recessions. The 
coefficient of IV in recessions is about twice larger than that in 
expansions, suggesting that increasing IV leads to a higher MV in 
recessions particularly. This evidence is again consistent with Pastor and 
Veronesi (2009) as discussed above and extends the dynamic evolution 
between MV and IV over business cycles. IPG predicts MV with a 
negative sign, which is again stronger in recessions. This implies that a 
lower IPG leads to a higher MV in recessions particularly.  

Third, in IV regressions, XR forecasts IV in both recessions and 
expansions with a negative sign. MV forecasts IV with a negative sign  
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▌ Table 3 ▌  The Asymmetric Dynamic Relation Among XR, MV, IV, and IPG:  
Recession Effect 

Dependent 
variable dXRt-1 bXRt-1 dMVt-1 bMVt-1 dIVt-1 bIVt-1 dIPGt-1 bIPGt-1 R2 

XRt    -0.040 0.018     0.005 
   (-0.433) (0.160)      
     0.028 0.065   0.007 
     (0.444) (1.097)    
   -0.030 -0.059 0.039 0.081   0.004 
   (-0.137) (-0.488) (0.323) (1.327)    
   -0.084 -0.096 -0.057 0.083 -5.277 -0.384 0.031 
   (-0.354) (-0.768) (-0.366) (1.341) (-3.571) (-0.682)  

MVt -0.187 -0.068       0.355 
 (-3.664) (-2.202)        
     0.148 0.056   0.341 
     (4.086) (2.082)    
 -0.191 -0.087   0.176 0.082   0.398 
 (-4.201) (-3.581)   (4.934) (2.891)    
 -0.222 -0.092   0.137 0.080 -1.507 -0.420 0.407 
 (-4.235) (-3.776)   (4.206) (2.811) (-2.431) (-2.170)  

IVt -0.126 -0.079       0.831 
 (-3.248) (-3.402)        
   -0.039 -0.063     0.815 
   (-1.335) (-1.896)      
 -0.141 -0.102 -0.121 -0.145     0.836 
 (-5.569) (-4.618) (-3.729) (-3.815)      
 -0.158 -0.103 -0.155 -0.142   -0.677 -0.236 0.837 
 (-4.960) (-4.647) (-4.071) (-3.771)   (-1.343) (-1.684)  

IPGt -0.001 0.000 -0.005 -0.001 -0.007 -0.001   0.957 
 (-0.749) (-0.170) (-1.314) (-0.405) (-3.451) (-0.761)    

Note : This table reports the dynamic relation among XR, MV, and IV.  XR denotes the excess market return, 
calculated as CRSP value weighted index return over one-month T-bill rate.  MV denotes the market 
volatility, calculated as in French, Schwert, and Stambaugh (1987). IV_FF3 denotes the idiosyncratic 
volatility, calculated as follows.  In every month, excess daily returns of each individual stock are 
regressed on the daily Fama- French three factors: RmRf, SMB, and HML.  The (monthly) idiosyncratic 
volatility is the equal weighted average of the idiosyncratic volatility of the stock which is the product of 
the standard deviation of the regression residuals and the square root of the number of observations in 
the month.  IPG denotes the industry production growth rate.  d donates the dummy variable. d = 1 if 
the economy is in recessions, and d = 0 otherwise.  b = 1 - d.  We report the coefficients.  The t-statistic, 
which is adjusted for the residual autocorrelation with 12 lags and heteroskedasticity using the Newey-
West correction, is in the parentheses.   R2 denotes the adjusted R-square. 
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in both recessions and expansions. It suggests that in recessions, higher 
MV leads to a lower IV while in expansions lower MV leads to a higher 
IV. In IPG forecast regressions, only IV forecasts IPG in recessions with 
a negative sign.  

Overall, we find a pattern among the variables similar to what we 
find for the full sample period in Table 2. Further, most findings in the 
full sample seem to be driven by recession period relations. 

To gain further insights into the effect of business cycles on the 
dynamic relations, we examine these relations before and after a 
recession starts, and before and after an expansion starts. Our motivation 
is to examine whether the dynamic relation among these variables 
changes over different stages of business cycles. The estimation results 
are presented in Table 4. During the four-month period before 
recessions in Panel A, MV tends to lead XR with a positive sign. This 
result is interesting since we do not find that XR is predictable in the full 
sample (Table 2) and in recessions and expansions (Table 3). This 
evidence suggests higher MV in peaks before recession (see Table 1) 
leads to a higher XR although XR is not predictable in general.  

In the MV regressions, XR predicts a negative MV in both the four-
month periods before recessions and other periods. However, the 
coefficient of XR in the four-month periods before recessions is still 
high, suggesting that a low XR in the peaks before recessions signals a 
high potential future market risk. 10 In IV regressions, we find a similar 
pattern. A low XR in the peaks before recessions leads to a higher IV; 
the coefficients of XR before recessions are about twice as high as those 
of other periods. In both MV and IV regressions, a low XR in peaks 
before recessions signals a high MV and IV, again confirming a leading 
indicator role of XR.  
During the four-month period after a recession starts, as shown in Panel 
B, XR is not predictable. However, IV significantly predicts a positive 
MV. The coefficients of IV in the four-month period after a recession 
are larger than those in other periods. A low XR also predicts a high IV 
in the early stage of recessions. As shown in Panel C, when an economy 
is in the four months prior to an expansion, XR again is not predictable. 

                                                      
10  In Table 1, XR is low at -0.12% in the four-month periods before recessions. 
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XR (IV) predicts MV negatively (positively). Interestingly, MV doesn’t 
predict IV although XR still predicts IV negatively. In Panel D, when an 
economy is in the four months after an expansion starts, XR does not 
predict either MV or IV as it does in other stages. However, MV 
predicts IV negatively, suggesting that, as the economy recovers, a low 
MV leads to a high IV. 

 
▌ Table 4 ▌  The Asymmetric Dynamic Relation Among XR, MV, IV, and  IPG:  

Other Business Cycle Effects 

Dependent 
variable 

dXRt-1 bXRt-1 dMVt-1 bMVt-1 dIVt-1 bIVt-1 dIPGt-1 bIPGt-1 R2 

Panel A: d = 1 if the economy is in 4 months before a recession starts, and d = 0 otherwise.  b = 1 - d. 

XRt    -0.248 -0.017     0.006 
   (-1.673) (-0.211)      
     -0.067 0.058   0.011 
     (-1.050) (1.106)    
   1.121 -0.105 -0.443 0.100   0.015 
   (1.726) (-1.030) (-1.673) (1.784)    

   1.197 -0.149 -0.455 0.089 -3.593 -0.836 0.018 
   (1.958) (-1.596) (-1.723) (1.535) (-1.279) (-1.419)  

MVt -0.157 -0.108       0.343 
 (-2.815) (-4.029)        
     0.081 0.063   0.309 
     (2.691) (2.385)    
 -0.153 -0.120   0.104 0.092   0.355 
 (-3.803) (-4.596)   (3.513) (3.213)    

 -0.164 -0.136   0.076 0.087 0.466 -1.035 0.379 
 (-3.908) (-5.161)   (2.747) (2.984) (0.594) (-4.551)  

IVt -0.202 -0.090       0.831 
 (-2.365) (-4.274)        
   -0.024 -0.047     0.815 
   (-0.352) (-1.700)      

 -0.211 -0.110 -0.134 -0.126     0.836 
 (-2.089) (-6.422) (-2.187) (-4.012)      
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▌ Table 4 ▌  (Continued) 

Dependent 
variable 

dXRt-1 bXRt-1 dMVt-1 bMVt-1 dIVt-1 bIVt-1 dIPGt-1 bIPGt-1 R2 

IVt -0.223 -0.115 -0.199 -0.143   0.822 -0.307 0.837 
 (-2.113) (-6.337) (-2.494) (-4.403)   (0.840) (-1.875)  

IPGt -0.002 0.000 -0.025 -0.007 0.005 -0.001   0.952 
 (-0.880) (-0.055) (-2.819) (-2.511) (1.191) (-0.838)    

Panel B: d = 1 if the economy is in 4 months after a recession starts, and d = 0 otherwise.  b = 1 - d. 
XRt    -0.149 -0.010     0.005 

   (-1.174) (-0.114)      
     -0.040 0.058   0.009 
     (-0.683) (0.964)    
   0.756 -0.091 -0.365 0.091   0.010 
   (1.465) (-0.852) (-1.413) (1.506)    
   0.917 -0.140 -0.436 0.082 -5.710 -0.857 0.016 
   (1.716) (-1.441) (-1.641) (1.345) (-1.636) (-1.464)  

MVt -0.087 -0.113       0.343 
 (-1.163) (-4.048)        
     0.108 0.063   0.312 
     (3.059) (2.422)    
 -0.059 -0.125   0.131 0.093   0.356 
 (-0.827) (-4.605)   (3.561) (3.259)    
 -0.037 -0.140   0.107 0.087 1.624 -1.044 0.382 
 (-0.515) (-5.172)   (3.152) (3.011) (1.632) (-4.593)  

IVt -0.068 -0.099       0.830 
 (-1.216) (-4.423)        
   -0.069 -0.043     0.815 
   (-1.802) (-1.533)      
 -0.118 -0.118 -0.190 -0.123     0.836 
 (-2.877) (-6.394) (-4.666) (-3.718)      
 -0.106 -0.123 -0.224 -0.141   0.952 -0.326 0.837 
 (-2.472) (-6.384) (-4.860) (-4.156)   (1.047) (-1.989)  

IPGt -0.003 0.000 -0.012 -0.006 -0.004 -0.001   0.953 
 (-0.907) (-0.414) (-1.434) (-2.332) (-1.520) (-0.624)    

Panel C: d = 1 if the economy is in 4 months before a recession ends, and d = 0 otherwise.  b = 1 - d. 
XRt    0.495 -0.093     0.027 

   (3.705) (-1.103)      
     0.237 0.024   0.023 

 



 CHAPTER 14 _ The Dynamic Relations Between Market Returns and Two Types of Risk with Business Cycles 551 

▌ Table 4 ▌  (Continued) 

Dependent 
variable 

dXRt-1 bXRt-1 dMVt-1 bMVt-1 dIVt-1 bIVt-1 dIPGt-1 bIPGt-1 R2 

XRt      (2.927) (0.423)    
   0.469 -0.156 0.066 0.081   0.026 
   (1.451) (-1.486) (0.449) (1.383)    
   0.306 -0.168 0.044 0.081 -2.528 -0.272 0.024 
   (0.785) (-1.726) (0.291) (1.382) (-0.994) (-0.436)  

MVt -0.071 -0.115       0.344 
 (-1.273) (-4.360)        
     0.082 0.062   0.309 
     (2.359) (2.360)    
 -0.136 -0.128   0.146 0.090   0.358 
 (-2.416) (-4.947)   (3.750) (3.128)    
 -0.156 -0.137   0.088 0.085 -1.488 -0.967 0.378 
 (-2.868) (-5.315)   (2.071) (2.921) (-1.599) (-3.952)  

IVt -0.135 -0.093       0.831 
 (-3.226) (-4.246)        
   -0.051 -0.046     0.815 
   (-0.932) (-1.669)      
 -0.182 -0.116 -0.016 -0.137     0.836 
 (-4.690) (-6.355) (-0.342) (-4.327)      
 -0.183 -0.119 -0.029 -0.147   0.035 -0.253 0.837 
 (-4.655) (-6.294) (-0.437) (-4.538)   (0.056) (-1.472)  

IPGt -0.001 0.000 -0.004 -0.007 -0.005 -0.001   0.952 
 (-0.489) (0.212) (-0.587) (-2.445) (-1.907) (-0.527)    

Panel D: d = 1 if the economy is in 4 months after a recession ends, and d = 0 otherwise.  b = 1 - d. 
XRt    0.159 -0.027     0.005 

   (1.004) (-0.330)      
     0.119 0.048   0.007 
     (1.551) (0.837)    
   -0.182 -0.081 0.179 0.074   0.004 
   (-0.456) (-0.775) (1.192) (1.216)    
   -0.160 -0.122 0.154 0.067 0.586 -0.815 0.005 
   (-0.307) (-1.288) (0.954) (1.104) (0.203) (-1.267)  

MVt -0.048 -0.114       0.344 
 (-0.696) (-4.387)        
     0.062 0.064   0.309 
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▌ Table 4 ▌  (Continued) 

Dependent 
variable 

dXRt-1 bXRt-1 dMVt-1 bMVt-1 dIVt-1 bIVt-1 dIPGt-1 bIPGt-1 R2 

MVt     (2.151) (2.422)    
 -0.036 -0.126   0.095 0.096   0.355 
 (-0.430) (-5.016)   (3.041) (3.314)    
 -0.037 -0.139   0.033 0.087 -1.108 -1.102 0.380 
 (-0.456) (-5.565)   (1.101) (3.024) (-2.106) (-4.369)  

IVt -0.019 -0.099       0.831 
 (-0.345) (-4.644)        
   -0.095 -0.046     0.815 
   (-2.218) (-1.675)      
 0.029 -0.120 -0.201 -0.133     0.836 
 (0.407) (-6.881) (-3.355) (-4.149)      
 0.023 -0.124 -0.196 -0.151   0.449 -0.365 0.837 
 (0.344) (-6.891) (-2.369) (-4.639)   (0.809) (-2.080)  

IPGt -0.004 0.000 0.006 -0.007 0.000 -0.001   0.952 
 (-1.283) (-0.163) (0.653) (-2.596) (-0.122) (-0.589)    

Note : This table reports the dynamic relation among XR, MV, and IV.  XR denotes the excess market return, 
calculated as CRSP value weighted index return over one-month T-bill rate.  MV denotes the market 
volatility, calculated as in French, Schwert, and Stambaugh (1987). IV denotes the idiosyncratic 
volatility, calculated as follows.  In every month, excess daily returns of each individual stock are 
regressed on the daily Fama- French three factors: RmRf, SMB, and HML.  The (monthly) idiosyncratic 
volatility is the equal weighted average of the idiosyncratic volatility of the stock which is the product of 
the standard deviation of the regression residuals and the square root of the number of observations in 
the month.  IPG denotes the industry production growth.   We report the coefficients.  The t-statistic, which 
is adjusted for the residual autocorrelation (the optimal lags are chosen based on SBC) and 
heteroskedasticity using the Newey-West correction, is in the parentheses.   R2 denotes the adjusted 
R-square. 

 
In sum, we find that a low XR predicts a high IV and high MV in the 

four months before a recession starts, a high IV leads a high MV in the 
four months after a recession starts, MV does not lead IV in the four 
months before an expansion starts, XR does not lead IV and MV, but a 
low MV leads to a high IV in the four months after an expansion starts. 
We interpret our evidence of the dynamic relations as follows. Around 
the peaks before recessions, negative shocks trigger low market risk 
premiums, which signal future potential high idiosyncratic risk and 
market risk. A high idiosyncratic risk eventually evolves into a market 
risk as the economy moves into a recession. Before expansions, a high 
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market risk premium leads a low market risk and an idiosyncratic risk. 
A high market risk does not lead to an idiosyncratic risk. In the early 
stage of expansions, market risk premium fails to lead market risk and 
idiosyncratic risk. Interestingly, a low market risk evolves into a high 
idiosyncratic risk in this period. 

 
4.3. Dynamic Relations Based on a VAR Model 
 
To further examine the dynamic relations using Granger causality 

tests and forecast error variance decompositions among XR, MV, IV, 
and IPG, we employ vector autoregression (VAR) models. Specifically, 
we conduct two sets of tests based on the VAR estimation. One is a test 
of the null hypothesis that each coefficient is zero (Granger causality 
test, Aij(L) = 0), and the other is a test of the null hypothesis that the 
sum of the coefficients is zero (i.e., Aij(L)|L=1 = Aij(1) =0). The former 
tests whether a variable helps better predict the other variable in the 
presence of lagged values of the other variable, while the latter tests 
whether the net (cumulative) effect of a variable on the other is 
significant. We report standard F-statistics, p-values, and the sum of 
coefficients. The lags of the state variables are chosen by the Schwarz 
Bayesian criterion. 

The VAR estimation result for the full sample is provided in Table 5. 
First, we find that XR Granger causes both MV and IV (Panel A) and its 
net effect is negative (Panel B), which is consistent with the findings in 
Tables 2 and 3. This implies that the dynamic relation is indeed a causal 
relation in that higher (lower) XR helps better predict lower (higher) 
MV and IV, again confirming the leading economic indicator role of XR 
in this context. Second, we find some evidence that IV Granger causes 
MV (Panel A) and its effect is positive, which is also consistent with the 
findings in Tables 2 and 3. This implies that higher (lower) IV helps 
better predict a higher (lower) MV, which suggests that IV can be 
converted to (or complement) MV over time, as indicated by Pastor and 
Veronesi (2009) and Chun, Kim, and Morck (2011).  

Third, MV Granger causes IV (Panel A) and its effect is negative, 
which is also consistent with the findings in Tables 2 and 3. This implies 
that higher (lower) MV helps better predict a lower (higher) IV, which  
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suggests that MV may be substituting IV to some extent. Fourth, While 
we find that MV Granger causes XR, its net effect is insignificant. We 
find that IPG Granger causes MV and its net effect is positive, but we 
don’t find evidence that IPG Granger causes IV. Overall, we find that 
the major findings in the predictive regressions in Tables 2 and 3 turn 
out to be a dynamic causal relation with the same type of net effect over 
time.  

To further examine the potential business cycle effect on the dynamic causal 
relations among the variables, we report the VAR estimation results in 
Table 6 with a business cycle dummy variable. First, XR Granger 
causes both MV and IV with a negative net effect, and these relations 
are more significant and stronger in recession periods (i.e., d=1). This 
suggests that a lower XR helps predict a higher MV and IV in 
recessions, and XR is a better leading economic indicator of MV and IV 
in recessions. Second, IV Granger causes MV with a positive net effect, 
and this relation is observed mainly in recessions. This implies that IV 
complements MV over time in recessions. Overall, we find that the 
major findings of the dynamic causal relations observed in Table 5 are 
mainly driven by the recession phenomenon. 

Third, MV Granger causes IV with a negative net effect in both 
recessions and expansions, and there is little difference in their net 
effects. Fourth, while we find some evidence that MV Granger causes 
XR in both recessions and expansions, its net effect is insignificant. IPG 
Granger causes XR with a negative effect in recessions, and IPG 
Granger causes MV in both recessions and expansions with a negative 
effect. However, IPG does not Granger cause IV in either period.  

To gain further insights into the effect of business cycles on the 
dynamic relations, we examine these relations in pre- and post-recession 
periods and in pre- and post-expansion periods. The estimation results 
are presented in Table 7. The first finding is that XR Granger causes 
MV and IV in general. The causality is stronger in other periods than in 
periods of peaks and troughs. Second, while IV Granger causes MV in 
both before recessions and the remaining periods, the positive net effect 
of IV on MV is stronger before recessions. In Panel B of Table 7, IV 
Granger causes MV more strongly with a positive net effect in the early  
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recession periods, and we don’t see this causal net effect at the end of 
recessions (Panel C) or at the beginning of expansions (Panel D). This 
suggests that IV converts into MV before recessions, and this 
conversion continues in the early stage of recessions. This is a very 
interesting finding: IV leads MV in the early stage of recessions and 
helps us better understand the evolution of the two types of risk over 
business cycles.  

Third, while MV Granger causes IV with a negative effect less 
strongly in most subperiods considered in Table 7, its negative net effect 
on IV is quite strong in the early expansion period. This suggests that 
lower MV leads to a higher IV in the early expansion period.  

To provide further evidence on the dynamic relations among these 
variables over time in the context of the forecast error variance, various 
forecast error variance decompositions are implemented based on 
bivariate models, [MV, XR]’, [IV, XR]’, and [IV. MV]’, based on 
trivariate VAR model, [IV, MV, XR]’, and based on four variable VAR 
model, [IV, MV, IPG, XR]’. Overall, we find evidence that confirms 
our findings in the tables that are based on causality tests. To save 
space, we do not report the estimation results. The results are available 
upon requests. 

 
 
5. Concluding Remarks 
 
Prior studies tend to treat market risk and idiosyncratic risk 

separately. We examine the dynamic relations among market returns, 
market risk, idiosyncratic risk, and real economic activity around 
business cycles. Compared to the conventional view that treats market 
and idiosyncratic risks separately, we find that excess market return 
anticipates negative market and idiosyncratic risk. This confirms that 
market return is an economic indicator with respect to both types of 
risks. Further, we find that the relation is more significant in recessions. 
Second, idiosyncratic risk helps predict market risk with a positive sign 
mainly in the early part of recessions. This suggests that there is a 
dynamic evolution from idiosyncratic risk to market risk, and this helps 
us better understand the transition of the economy from expansion to 
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recession. This finding provides further evidence for the theoretical 
models of Horvath (1998, 2000) and Pastor and Veronesi (2009). 

Third, market risk helps predict negative idiosyncratic risk, suggesting 
that market risk may substitute idiosyncratic risk to some extent. 
Further, its negative net effect on idiosyncratic risk is stronger in the 
early expansion period. This suggests that lower market risk leads to a 
higher idiosyncratic risk in the early expansion period as the economy 
moves out of recessions, which helps us better understand the transition 
of the economy from a recession to an expansion. 

Fourth, while we find that market risk Granger causes excess market 
return in recessions, its net effect is insignificant. Industrial production 
growth (IPG) Granger causes both excess market return and market risk 
with a negative effect in recessions, which indicates that lower industrial 
production leads to a higher excess market return and market risk in 
recessions. However, industrial production does not Granger cause 
idiosyncratic risk in either period. 

Overall, our finding indicates there is a dynamic evolution between 
market risk and idiosyncratic risk with business cycles, which supports 
the findings of Horvath (1998, 2000), Pastor and Veronesi (2009), and 
Chun, Kim, and Morck (2011) with new insights into the relations 
between these variables and business cycles. Our findings have 
implications to better understand recent economic recessions.  
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